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Introduction 

The main purpose of the High Energy Density Matter (HEDM) program is to 
research and develop advanced high energy propellants containing increased energy 
densities (energy to mass ratio) to produce greater specific impulse (thrust per weight flow 
rate of propellant), which will enable significantly increased payloads for rockets and 
missiles. With these advanced propellants, future space-bound payloads could be 
potentially four times greater than current systems for the same overall size and weight. 
Theoretical and experimental research is carried out by in-house researchers at the Phillips 
Laboratory, Propulsion Directorate, at Edwards Air Force Base and through Air Force 
funded contracts with numerous researchers in academic and industrial laboratories. 

The HEDM program is administered by a steering group made up of 
representatives from the Phillips Laboratory Propulsion Directorate and the Air Force 
Office of Scientific Research (AFOSR). A technical panel administered by the Universal 
Energies Systems assisted the steering group in ensuring the high technical content of the 
program. 

Annual conferences, hosted by the AFOSR and the Phillips Laboratory, are 
arranged to allow in-house and contract researchers to report on their progress and new 
developments. The Tenth High Energy Density Matter Contractors' Conference was held 
5-7 June 1996 in the auditorium of the JTLA Tower on the campus of the University of 
Colorado, Boulder, CO. The conference consisted of a kick-offBBQ at Flagstaff, MT on 
Wednesday afternoon with registration and a HEDM poster session that night. Thursday 
began with introductory remarks and continued with technical sessions on cryogenic 
solids, theory, synthesis, and advanced concepts. Thursday night concluded with a 
Theory/Synthesis Workshop. Friday was a continuation of technical talks. 

This report documents the information presented at this conference and contains 
extended abstracts of the oral presentations, special sessions, and poster session given at 
the conference. The next HEDM conference is scheduled for 1-4 June 1997 in 
Washington, DC. 



CONFERENCE AGENDA 
1996 High Energy Density Matter Contractors Meeting 

University of Colorado, Boulder, Colorado 
5-7 June 1996 

Wednesday, 5 June 1996 

Afternoon BBQ at Flagstaff Mt. (Joint with Molecular Dynamics) 

6:00 - 7:00 Registration 

7:00 - 9:30 HEDM Poster Session 

Thursday, 6 June 1996 

8:30-8:45 Introductory Remarks, Dr. Michael Berman, AFOSR 

8:45 - 9:00 Phillips Laboratory Remarks 
Dr. Pat Carrick, Phillips Laboratory 

9:00 - 9:15 Phillips Laboratory Remarks 
Dr. Stephen L. Rodgers, Phillips Laboratory 

9:15-9:30 Break 

9:30 - 10:00 Solid Hydrogens Doped with Atomic and Molecular Oxygen 
Dr. V. Ära Apkarian, University of Calif ornia 

10:00 -10:30 Mass Spectrometry Studies of Pick Up by Helium Clusters 
Dr. Ken Janda, University of California 

10:30 -11:00 Calorimetric Measurements of O Atom Concentration in a Solid Ar 
Matrix 
Dr. Peter Taborek, University of California, Irvine 

11:00 - 11:30 Status Report of Cryogenic Solid Hybrid Rocket Engine 
Development for HEDM Demonstrations 
Dr. Eric Rice, Orbitec, Inc. 

11:30-12:45 Lunch 

12:45 -1:15 Progress Toward Depositions of Velocity Selected Aluminum 
Atoms into Cryogenic para-Hydrogen Matrices 
Dr. Mario E. Fajardo, Phillips Laboratory 



Thursday, 6 June 1996 (cont'd) 

1:15 - 1:45 Spectral Theory of Physical and Chemical Binding in HEDM 
Systems 
Dr. Jeffrey A. Sheehy, Phillips Laboratory 

1:45 - 2:15 Quantum Molecular Dynamics Simulations of Low Temperature 
Hydrogen Systems 
Dr. Gregory A. Voth, University of Pennsylvania 

2:15 - 2:45 The Interaction of Alkali Atoms with Large Clusters of n-H2, p-H2, 
and p-D2 Probed by Laser Spectroscopy 
Dr. Giacinto Scoles, Princeton University 

2:45-3:00 Break 

3:00 - 3:30 Resonant Photoionization Spectroscopy of Al(Ar)„ Clusters 
Dr. Mitchio Okumura, California Institute of Technology 

3:30 - 4:00 Spectroscopic Characterization of Non-Bonding Interactions of 
the Boron Atom 
Dr. PaulJ. Dagdigian, The Johns Hopkins University 

4:00 - 4:30 Structure and energetics of B(Ar)„ and B(N2) Clusters 
Dr. MiHardH. Alexander, University of Maryland 

7:30 Theory/Synthesis Workshop 

Friday, 7 June 1996 

8:15-8:45 Cryogenic Solid Combustion 
Dr. William Larson, Phillips Laboratory 

8:45 - 9:15 Generation of Energetic Species in Solid Oxygen with Tunable 
Ultraviolet Light 
Dr. Richard A. Copeland, SRI International 

9:15- 9:45 The Overtone Qv(0) Transitions in Hydrogen 
Dr. Takeshi Oka, The University of Chicago 

9:45 - 10:15 Search for Metallic Hydrogen in the Extended Infrared 
Dr. Isaac F. Silvera, Harvard University 

10:15 - 10:45 Break 



Friday, 7 June 1996 (cont'd) 

10:45 -11:15 Reactions of Laser-Ablated Boron Atoms with NH3, CH3NH2 and 
NO to Form Novel Boron Insertion Products 
Dr. Lester Andrews, University of Virginia 

11:15 -11:45 Excited States for Molecules and Clusters 
Dr. Rodney J. Bartlett, University of Florida 

11:45 -12:15 Nonadiabatic Processes Affecting Detection and Preparation of 
Energetic Materials 
Dr. David R. Yarkony, Johns Hopkins University 

12:15 -12:45 Potential Energy Surfaces and dynamics for High Energy Species 
Dr. MarkS. Gordon, Iowa State University 

12:45 - 2:00 Lunch 

2:00 - 2:30 Discussion 

2:30-3:00 Quantum Mechanical Study of the Energetics of CgH8 

Hydrocarbons 
Dr. E. J. Wucherer, Phillips Laboratory 

3:00 - 3:30 Synthesis of High-Energy Density Materials Based on Strain- 
Ring compounds 
Dr. William P. Dailey, University of Pennsylvania 

3:30-3:45 Break 

3:45 -4:15 Recent Progress in the Theory and synthesis of Novel High 
Energy Density Materials 
Dr. Karl O. Christe, Hughes STX and Propulsion Sciences 
Division 

4:15- 4:45 Extra-High energy Oxidizers and Fuels 
Dr. Robert J. Schmitt, SRI International 

4:45 - 5:00 Closing Remarks, adjournment 
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Solid hydrogens doped with atomic and molecular oxygen: 
Experiment and Theory (HEDM Contractors' Meeting, 1996) 

Z. Li and V. A. Apkarian, Department of Chemistry, University of California, Irvine, 
CA 92717. 

Lawrence B. Harding, Theoretical Chemistry Group, Argonne National Laboratory, 
Argonne, IL. 

I. INTRODUCTION 

We report studies on O2 and O doped solid hydrogens, with the aims of 
establishing the viability of such solids as HEDM materials. The experiments 
have allowed the development of practical simulation methods for treating 
dynamics in systems of large dimensionality which are dominated by zero-point 
effects. The combination of experiment and simulation now enables a rigorous 
assessment of various physical and chemical properties of these systems with far 
more confidence than ever before. We first consider the spectroscopy of 
molecular oxygen, as a probe of the local structure and energetics of the host, 
followed by a consideration of the properties of atomically doped solid 
hydrogens with respect to their stability and reactivity in the various 
electronically excited states. 

II. QUANTUM VERSUS CLASSICAL HOSTS 

We have already reported on the experimental studies of the A'(3Au)-X(3Zg-) 
transition, or the Herzberg IE band, of O2 isolated in solid hydrogens.1 This non- 
allowed transition, is activated in these solids through orbital mixing in the 
excited state. It has been shown that the molecule is observable only when 
pointing along the [111] axis in fee sites, and accordingly is a good probe of 
structural transformations in the bulk. While in D2, there is a large enough 
number of molecules isolated in such sites to enable spectroscopic studies, in H2 
the transition is not observable except when a long-range perturbation is induced 
by overcoating the solid with Xe and after heat cycling to 27 K. We will therefore 
concentrate mainly on solid D2. The excitation spectra of O2 isolated in D2 show 
a zero-phonon line, and a broad phonon sideband, on which a librational 
progression with a spacing of 15 cm-1 is distinctly identifiable. The emission is 
polarized, with a polarization anisotropy of 1.25, which is exactly what would be 
expected for a AA=1 transition of a non rotating molecule. We had therefore 
inferred that the molecule, at least in the excited state, cannot rotate. Does this 
then imply a rigid lattice? Indeed, when the vibrational spectral shifts are used 
to reconstruct an effective potential for O2 in D2 the caging of the stretched 
molecule becomes quite evident. Does this imply a stiff lattice? What is the 
difference between a "classical" and a "quantum" van der Waals solid with 
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respect to isolated impurities in them? The simulations address this issue most 
clearly. 

We carry out simulations using pseudo-potentials which are constructed 
by Gaussian convolution of the known pair potentials. The Gaussians are chosen 
to reproduce the structure of the solid when the effective total potential is 
minimized with respect to nearest neighbor separation at zero-pressure. The 
methodology and its tests have already been published.2 Dynamics using the 
full width of the determined Gaussian is equivalent to describing a classical solid 
since all zero-point motion is frozen into the potential of the system. A proper 
representation of kinetic correlations is obtained when using a Gaussian of half 
this width, in which case it can be shown that the exact radial distribution 
function and an acceptable phonon spectrum for the pure solid is retrieved.2 The 
contrast between dynamics in classical and quantum solids is then best obtained 
by these two methods. In figures 1 and 2 we present results of simulations for 
two extremes: the ground state of O2, which has a bond length of 1.1 Ä, in a 
"classical" solid of D2; and the excited state of O2, which has a bond length of 1.6 
A, in a "quantum" solid of D2. Four properties are plotted, in each case: 

a) the time correlation of the molecular orientation, 9(t) = arccos[r(t)r(0)], 
b) the cage anisotropy as measured by the inter-planar separation along 

the three cubic axes, Ri^k 
c) the mass anisotropy, as given by the principle moments of inertia of the 

cage measured from the molecular center of mass, Ia/b,c 
d) the correlation between molecular axis and the principle moment: <|)(t) = 

arccos[I(t)-r(t)]. 
In the classical solid, in the ground state, the molecule undergoes nearly 

free rotations. This is verified by noting that the Fourier transform of 0(t) yields a 
rotational frequency which corresponds to that of the thermal rotations of the 
free molecule Io)2/2 = kT/2. It can be seen in Fig. lb, that the cage does not 
distort, as would be expected if the lattice were held together through potential 
energy alone. There is a small anisotropy in the mass tensor, as observed from 
the splitting of the moments of inertia, since the cage is not distorted, this is an 
indication that the molecule remains eccentric in the cage (the center of mass and 
the center of interaction do not coincide). Finally, it is obvious that the molecular 
axis and the principle moment of inertia remain correlated. This motion is well 
described by the rotation-translation coupling model for rotations of an impurity 
in a classical cavity. The rotation of the molecule is facilitated by its eccentricity. 

A very different picture is obtained in the quantum host, as illustrated in 
figure 2. We show the case of the excited A' state for emphasis. The molecular 
orientation is completely locked, the cage is distorted by expanding along the 
molecular axis and contracting along the belt. The mass anisotropy is now split, 
and shows no dynamic exchange. In effect, in the quantum solid the cavity 
deforms, to fit the shape of the impurity. This deformation is responsible for 
halting all rotation. The librational frequency, as extracted from the Fourier 
transform of 9(t) is 15cm"1, in excellent agreement with experiment. While this 
agreement may be fortuitous, it is clear that the underlying physics is well 
reproduced by these simulations. 
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While not shown here, we discover that in the ground state of O2 isolated 
in quantum D2, the molecule undergoes rotational hops which are completely 
correlated with the cage deformation. This then provides the means for 
excitation of molecules initially trapped along [100] axes, to have Franck-Condon 
overlap with the librational wavefunction along [111], i.e., excitation with a flip of 
the molecular orientation. Such a change in molecular orientation was deemed 
necessary to explain the F-C intensities in the librational progressions.1 The 
absence of the spectra in solid H2 can now be understood to result from the 
larger local deformation in both excited and ground states, and the absence of 
any intensity in orientation flipping transitions. 

II. ATOMIC OXYGEN IN SOLID HYDROGENS 

We have already reported on our experimental studies on solid hydrogens doped 
with atomic oxygen.3 In brief, O atoms can be photgenerated by 193 run 
irradiation of O2 doped solids. The atoms can be detected by 193 ran induced 
fluorescence over the 0(1S)^0(1D) transition. Rather surprisingly, the 
fluorescence does not bleach, indicating that O atoms in any of its term states, 1S, 
iDor 3P, does not react with the host. This is somewhat surprising, because 
0(1D) in the gas phase reacts with H2 on every collision. The recombination of O 
atoms in these solids can be monitored through the thermoluminescence induced 
over the A'->X transition. All attempts at observing recombination under 
controlled conditions have failed. Depending on the details of the preparation of 
the solid, and its history, the recombination is observed to occur catastrophically 
at various temperatures: a sudden burst in temperature, pressure, and 
luminescence is observed at temperatures varying from 5.5 to 9.5 K. The latter 
observations lead us to conclude that the recombination is not due to thermal 
diffusion of O atoms in the lattice, but rather a result of changes in the 
morphology of the solid and the self-diffusion of the host. We try to rationalize 
these observations through simulations. 

A) Ab initio Surfaces of O-H9 

Ab initio calculations of the O-H2 surfaces were carried out by Larry Harding of 
the Argonne National Labs. The calculations were of the multi-reference, 
configuration interaction (MR-CI) variety, in which orbitals are first optimized 
using a state-averaged, multi-configuration, self-consistent field (MCSCF) and 
then used in a subsequent MR-CI calculation. To optimize the orbitals, separate, 
singlet and triplet, state averaged, 10 orbital, 8 electron, complete active space 
self consistent field (CASSCF) calculations were carried out using the MOLPRO4 

program package. For the singlet surfaces, the state averaging was done over the 
five lowest states (corresponding to the five components of the 0(1D)+H2 

asymptote). For the triplet states the state averaging was done over the three 
lowest states (corresponding to the three components of the 0(3P)+H2 
asymptote). In all cases, all states were weighted equally in the averaging. In 
these calculations the 10 active orbitals consist of the oxygen 2s, 2px, 2py, 2pz, 3s, 
3px, 3py, and 3pz orbitals and the HH, s and s* orbitals.   Tests using smaller 
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active spaces were found to be unsatisfactory due to problems resolving the Is, 
2s and 2p orbitals and/or to inequivalent p orbitals at large Ro-HH separations. 
For the singlet surfaces the CASSCF wavefunction include as many as 13860 
configurations. A more detailed description of these calculations and the 
resulting 9 surfaces as a function of internuclear separation, R, and H2 
orientation, 0, is now being prepared for publication.5 Global fits to the three 
distinct manifolds that arise from 3P, 1D, and 1S, were obtained in a diabatic 
representation limited to pX/ py andpz for the 3P state, and dz2,dxv,dxz,dyz,dx2_ 2 for 
the *D state, and used in subsequent simulations. It was verified that in the 3P 
state the O-H2 interaction does not localize the angular function of the H2. This 
can be discerned from the 1-dimensional calculations of the vibrational and 
angular wavefunctions shown in Figure 3. It is therefore assumed that the 
concept of p-H2(o-Ö2) is useful in considering even the nearest neighbor shell of 
the host, and all subsequent calculations were conducted on surfaces generated 
by taking the rotational average over 0. 

B) Ground State 

Using pseudo-potentials, the structure of 0(3P) doped solid D2.was simulated 
through molecular dynamics. The O-D2 radial distribution function, and the 
resulting increase of the molar volume of the doped solid, remain nearly 
identical to our previous calculations.2'3 In effect, the nearest neighbor shell is 
localized, and the density of the solid increases with a linear dependence on the 
dopant concentration. The activation energy for recombination, or diffusion was 
also calculated. This was accomplished by calculating the potential of mean 
force, along the reaction path, by thermally relaxing the solid after each step 
along the reaction coordinate. An activation energy of 80 cm"1 is obtained. This 
then is consistent with the experimental observation that O atoms may not 
diffuse in solid D2 prior to self-diffusion of the solid. 

0(3P) doped solid H2 is stable with respect to chemistry, and mobility of 
dopants, moreover, doping stabilizes the lattice. 

Q Excited state 

The rotationally averaged surfaces for 0(1D)-H2 can be expanded in three 
Legendre terms and the many-body interactions can then be expressed as: 

yo_D2(r,R1,R2,...,Rn) = X ^V^r^P^R, -r) 
k=l L=0,2,4 

in which the summation over k runs over all host atoms. The three angular 
terms in the expansion are shown in figure 4. While the isotropic term, Vo, is 
bound, the anisotropic terms are reactive. Note, in Oh symmetry, or any high 
symmetry site in a cubic lattice, the summation over k completely eliminates V2 
(the direct product of V2 with cubic groups does not contain the totally 
symmetric representation). When limited to Vo and V4, the surfaces along all 
normal modes remain bound.  Thus, in high symmetry sites, the static many- 
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body surface is not reactive. However, the combination of asymmetric modes, 
even at 4 K, lead to reaction. This is shown in figure 5, where trajectories of the 
twelve nearest neighbor atoms are illustrated. Within 1 ps, the axial atoms 
contract, lock the dz2 orbital, and the atom inserts in one of the H2 molecules. 

While in high symmetry sites 0(XD) is stable, lattice fluctuations along 
asymmetric cage coordinates lead to reaction. This is the result of a subtle 
interplay between the anisotropic V4 and isotropic Vo potentials of interaction, 
and the accuracy of the generated surfaces may not be sufficient to reproduce 
the experimental observation that this state is not reactive at 4 K. 

III. CONCLUSIONS 

One of the more important accomplishments has been the introduction of a 
practical method for dynamical simmulations in solid hydrogens, a feat that was 
until now thought to not be possible. The simulations have allowed a rigorous 
description of spectroscopic observables in O2 doped solid H2 and have enabled 
a realistic assessment of the physical properties of 0(3P) doped solids. All tests 
of this sytem indicate that they qualify as HEDM materials. The challenge at 
present is to scale-up the concentraion of the dopant. The refined ab initio 
surfaces of O-H2 will undoubtedly be useful in understanding the details of 
chemistry in these systems. Nevertheless, we have not been able to rationalize 
the experimental observation that 0(1D) is not reactive in solid H2. At present, 
the source of this discrepancy is not known. 
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Mass Spectrometry Studies of Pick-up by Helium Clusters 

Berton Callicoatt, Kenneth Janda, V. Ara Apkarian, Peter Taborek and James Rutledge 
Advanced Cryogenics Group 

University of California, Irvine, CA 92717 

We are exploring the use of liquid He clusters for a deposition source to create 
highly doped hydrogen solids. For instance, if we could pick up an oxygen atom in 
with the helium cluster, then pick up 20-40 hydrogen molecules, we expect that the 
hydrogen molecules would diffuse to the oxygen atom, and surround it without 
reacting, due to the 0.4 K temperature of the helium "solvent". Next we would like to 
deposit the pre-formed 0-(H2)n cluster onto the surface of solid H2. We expect that 
the He will act as both a very efficient heat bath and an efficient shock absorber so that 
there is some probability that the oxygen and hydrogen do not react during the 
deposition process. 

Characterization of the contents of liquid He clusters is a very recent, and 
rapidly developing topic.1-4 A major difficulty is that upon ionization, such a cluster 
almost completely fragments, so it is difficult to relate the measured mass spectrum to 
the neutral cluster contents. For instance, Fig. 1 shows the mass spectrum obtained 
when a pure He cluster containing about 9000 atoms is ionized with 60 eV electrons. 
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Fig. 1. Mass spectrum of pure He clusters produced with a 5 um nozzle at 13 K, backed by 300 psi of He. 
The estimated mean neutral cluster size is 8000 He atoms. 

As seen in Fig. 1, ionization of even a large He cluster produces a mass 
spectrum that has most of its intensity for m/e < 200 amu.   Ionization proceeds by 
excitation of a single He atom in the large cluster since the atoms are very loosely 
bound to the cluster and the mean distance between atoms is over 3 A. Some time 
after the initial ionization event, however, a He2+ molecular ion is formed, releasing 
2.4 eV of energy into the cluster. This energy is sufficient to evaporate most of the 
other atoms. Indeed, He2+ is the most intense mass peak observed other than He+, 
which probably does not originate from large clusters. 

27 



£2 

6000 

4000 - 

Pressure vs. NO Ion Signal 

g   2000 
0) 

0 

0       5      10     15     20     25     30     35 
Pressure (xlO^torr) 

Figure 2. This figure shows how the intensity of mass peaks for different numbers of NO moieties varies 
with NO pressure in the pick up cell. The most striking result is that the NO+ signal saturates at pressures 
that have cause very little change in the He3+ signal. This is clear evidence that often the cluster 
fragments before the positive charge finds its way on to an NO moiety. Also, trie signal for (NO)2+ 

maximizes for "pick-up" pressures much large than those for which the NO+ signal saturates. This shows 
that there is extensive fragmentation of the (NO)2 sub cluster upon ionization. To obtain He cluster with 
an average of 9000 atoms, 20 bar of He at 13 K was expanded through a 5 u.m nozzle. 

NO so that their size has decreased due to the fact that He atoms must "boil" off to 
dissipate the "deposition energy" . Since the ionization efficiency is proportional to the 
number of He atoms in the cluster, smaller clusters are less efficiently detected. Again, 
this is a clear signal that the He clusters have all picked up one or more NO molecules. 
These results are as would be expected based on the work of Toennies and 
colleagues. 

Next, notice the dependence of the He3+ peak intensity on the NO pressure in 
the scattering cell. The intensities of this peak is approximately independent of the NO 
pressure up to 5 x 10"6 torr and then gradually decreases for higher NO pressures. 
The most important thing to notice about this data is that the intensity of mass peaks 
that only contain He are hardly affected by NO pressures high enough that each He 
cluster must contain one or more NO molecules. This shows that it is actually fairly 
rare that the charge on a He+ ion transfers to the NO molecule in a cluster. Once the 
charge transferred to a NO molecule, it could never go back to a He atom, so no Hen+ 

peaks could be observed. 

Figure 3 shows an expanded view of the low pressure region of Fig. 2. In this 
Figure, it is seen that the NO+ mass peak goes through it's maximum intensity while 
the (NO)2+ and (NO)3+ peaks are still quite small. Assuming that the pick up process 
is purely statistical, the intensity of the (NO)2+ mass peak should approximately equal 
1/2 that of the NO+ mass peak, when half the clusters have picked up at least one NO 
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Toennies and colleagues have published a series of seminal papers on the 
mass spectrometry of He clusters that contain one or more "dopant" atoms or 
molecules.1'2 They suggest that consideration of the following sequence of events 
would aide the interpretation of mass spectrometry data. 1. Since by far the largest 
fraction of the electrons in a cluster are in He atoms, the initial ionization step is 
invariably ionization of a He atom. 2. The ionization center quickly de-localizes 
throughout the cluster since resonant charge transfer between He atoms takes place 
on the 10"14 second time scale, and since trapping of the charge into a He2+ 

molecule is relatively slow. 3. Since the any dopant atom or molecule will have a 
lower ionization energy than He, the dopant atoms efficiently trap the positive charge if 
the charge center comes within a critical radius of the dopant atom. At this point, 
several eV of energy are released, and the cluster fragments leaving behind the 
charge dopant atom or molecule, perhaps with a few He atoms still attached. 4. If 
there is more than one dopant molecule in a cluster, they form a dimer, or larger sub- 
cluster within the He on the nanosecond time scale, before entering the ionizer. 5. 
Since He has an extremely low boiling point and high thermal conductivity, upon 
ionization of a sub-cluster any energy released is quickly transferred to the He bath, 
and the cation of the sub-cluster is observed intact in the mass spectrum. 6. If the 
dopant is a molecule whose internal degrees of freedom are excited upon ionization, 
or if a dimer or larger sub-cluster is ionized, energy released from these internal 
degrees of freedom will "boil-off" any remaining He atoms from the cation before the 
cation reaches the detector. 

We have recently obtained data that allow us to more quantitatively discuss 
several of the "rules" postulated in the previous paragraph. In particular, we are 
measuring the branching ratios for various daughter ions that are produced upon 
ionization of the cluster. For instance, for medium to large He clusters (4000 atoms or 
larger) it is actually fairly rare that charge transfer between the initially ionized He 
atom and the dopant atom occurs. For smaller clusters, the transfer is more efficient 
and we can measure the branching ration between localization of the charge on an 
He2+ moiety compared to transfer of the charge to a dopant. Second, we can estimate 
probability that "sub-clusters" of dopant molecules fragment upon ionization.   Figure 2 
which shows one example of the data that speaks to these issues. 

In Figure 2, the intensities of mass peaks m/e = 12 (He3+); 30 (NO+); 60 
((NO)2+); 90 ((NO)3+); and 120 ((NO)4+) are shown as a function of NO pressure in a 
10 cm long pick up region through which He clusters with an average size of 9000 
atoms pass as.they travel from the source to the mass spectrometer. Notice that the 
NO+ intensity increases rapidly as the pressure is raised from 0 to 3 x 10"6 torr, and 
then starts to fall. The rapid rise for such a low pressure is simply due to the fact that 
the He clusters are large, so the pick-up cross sections are also large.    After the rapid 
rise, the NO+ intensity falls due to the fact that pick up of more NO shifts the mass 
spectrum to higher mass peaks.   From this we conclude that for NO pressures in the 
scattering cell higher than 5 x 10-6 torr each He cluster picks up at least one NO 
molecule, and most of them pick up several NO molecules. If we add the 
signals for m/e = 30, 60, 90 and 120, the sum peaks at a NO pressure of 
approximately 10*5 torr, and then starts to fall. The gradual drop off in this integrated 
intensity at high pressure is due to the fact that the He clusters have picked up enough 
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Figure 3: This figure shows an expansion of the low pressure region of Fig. 2. This allows the 
phenomena discussed in the text to be observed more clearly. 

molecule. It is apparent from Fig. 3 that the (NO)2+ mass peak does not grow as 
quickly as would be expected if ionization of every cluster that contained two NO 
molecules resulted in a contribution to the m/e = 60 intensity. This means that either 
two NO molecules in a cluster do not always form a dimer before ionization, or that the 
ionization process dissociates the dimer even in the presence of He. 

We are in the process of extracting quantitative numbers from data such as that 
shown in Figs. 2 and 3 by running simulations of the "pick-up" and ionization 
processes with different sets of assumptions regarding the various fragmentation 
branching ratios. It should be possible, for instance, to determine quite accurately 
what the branching ratio is for charge transfer from He to NO compared to the 
probability of He2+ formation, as a function of cluster size. There is no reason to 
believe that the conclusions presented above are limited to NO dopant molecules. 
They should be quite general. 

The results that we will present have specific implications for the application of 
mass spectrometry to cluster of interest in the "synthesis" of HEDM cryogenic solids. 
For instance, results that will be presented for pick up of Ar atoms, indicate quite 
clearly that there will almost certainly not be a significant signal in the mass spectrum 
at m/e = 12 for He clusters that contain a single C atom nor signal at m/e = 16 for He 
clusters that contain a single O atom. Instead, such clusters will have to be 
characterized by laser ionization techniques, or by co-deposition of other impurities 
that make interpretation of the mass spectrometry more straight forward. We are in the 
process of developing such techniques. 

1. M Lewerenz, B. Schilling and J. P. Toennies, J. Chem. Phys. 102, 8191 (1996). 
2. M. Lewerenz, B. Schilling and J. P. Toennies, Chem. Phys. Letts. 206, 381 (1993). 
3. F. Stienkemeier, W. E. Ernst, J. Higgins and G. Scoles, J. Chem. Phys. 102, 615   (1995). 
4. F. Stienkemeier, W. E. Ernst, J. Higgins and G. Scoles, Phys. Rev. Letts. 74, 3592   (1995). 
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Calorimetric Detection of Oxygen Atoms 
Produced in a Microwave Discharge 

J.E. Rutledge and P. Taborek 
University of California, Irvine 

Formation of a cryogenic solid doped with a high concentration of free atoms has 
been a long-standing goal of HEDM research. One plausible method for making 
this kind of material is to quench a diatomic gas which has been passed through a 
microwave discharge to form atoms. Although there is considerable spectrographic 
data on atoms trapped in this way, the atom concentrations are either very low or not 
readily obtainable from optical measurements. 

We have constructed a special-purpose low temperature calorimeter to monitor the 
heat flux and light emission due to atom recombination when a microwave discharge 
is quenched onto a cold surface. The calorimeter is equipped with a mechanical heat 
switch which allows it to be operated in two different modes. With the switch closed, 
the latent heat of solidification can be removed at low temperature and the heat 
liberated by atom recombination during growth can be monitored. With the switch 
open, the sample temperature rises under nearly adiabatic conditions and the heat of 
recombination can be detected as a function of temperature of the solid sample.The 
threshold sensitivity of the calorimeter is approximately 10mW, which corresponds 
to atom concentrations of less than 0.1% for typical sample sizes and growth rates. 
Atoms are formed in a microwave discharge and conducted into the low temperature 
calorimeter through metal tubes coated with fluorocarbon wax. A typical 
calorimetric signal is shown in Figure 1. 
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Figure 1. Heat deposited in the calorimeter and the light emitted while an oxygen 
sample is deposited. 50 seem of oxygen flows during the time interval between 
2000 and 2500 sec. The microwave dissociator is on between 2100 and 2350 sec- 
onds. The additional heat corresponds to 2% of the incoming gas recombining as 
the sample grows. Note that a negligible amount of light is emitted during this pro- 
cess. 

Our results with 02 show that the concentration of atoms entering the calorimeter is 
only 2%, and virtually all of these recombine as the sample is grown. The small atom 
concentration in the incoming gas is not the result of recombinations in the delivery 
tube, but is characteristic of the dissociation efficiency of the microwave atom 
source. Although the cryo solids emit light under some circumstances, the light 
intensity is a poor measure of the recombination rate. 
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STATUS REPORT OF CRYOGENIC SOLID HYBRID ROCKET 
ENGINE DEVELOPMENT FOR HEDM DEMONSTRATIONS 

Eric E. Rice and William H. Knuth 
_ TYf 

Orbital Technologies Corporation (ORBITEC ' ) 
Space Center, 1212 Fourier Drive 

Madison, WI53717 
(608)-827-5000 

ORBITEC is working under USAF and NASA SBIR contracts and company 
IR&D to develop test-bed and larger engines/systems that can be used in the future 
to both demonstrate HEDMs and demonstrate improved performance over 
conventional space propulsion systems. The purpose of the most recent work to 
date has been to: perform solid gas formation research and analysis in support of 
the test-bed engine development; and design, develop, and test small test-bed 
rocket engines for combustion testing of solid cryogens with gas or liquid 
propellants. ORBITEC has carried out the following work: developed approaches 
to allow introduction of gas mixtures into freezer hardware: conducted research on 
the formation of many solid grains from the gas and liquid phase; determined the 
temperature gradient through grains; evaluated the freezing process of various gas 
mixtures; evaluated grain life under a GHe purge; developed freezer simulations 
and combustion models; developed requirements, operational, and design 
definitions for engines and systems; conducted engine design and analysis; 
performed component/prototype testing; and conducted over 30 test-bed engine 
firings, with the latest firing being held at USAF/PL. A brief summary of results 
are as follows: freezing of mixtures of gases in the warm wall tube freezer proved 
that, in oxygen with small amounts of nitrogen, cracks, clear zones, perhaps 
preferential freezing, and all types of discontinuities in the grain were observed: 
the freezer model accurately predicts the freezing process and has been verified by 
experiments: several combustion models were developed and proved useful to 
predict burn times and performance: a regression model has been developed and is 
still evolving; successfully fired several engines numerous times, achieving burn 
times from 2 to 15 seconds at chamber pressures approaching 200 psi; results 
showed that surface area appears to be the driving factor to the shape of the 
chamber pressure curve: there appears to be no limit to the possible use of this 
technology as applied to HEDM-related research, attitude control thrusters, orbit 
transfer vehicles, high-thrust military ABMs, LVs/boosters, and single-stage-to- 
orbit vehicles. 
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Progress Towards Deposition of Velocity Selected Aluminum Atoms 
into Cryogenic para-Hydrogen Matrices 

Mario E. Fajardo, Michel Macler, and Simon Tarn 

Propulsion Sciences Division, Propulsion Directorate, Phillips Laboratory 
(OLAC PL/RKS Bldg. 8451, Edwards AFB, CA 93524-7680) 

ABSTRACT 

Most of this past year has been spent making extensive equipment modifications to our 

laser ablation/matrix isolation experiment. We have combined several experimental techniques 

in one apparatus in order to determine the matrix deposition conditions which optimize the 

concentrations of trapped energetic species, both atomic and molecular. 

We have previously demonstrated the efficient isolation of Li, B, Na, Mg, and Al 

atoms in rare gas matrices at 0.001 to 0.1 % molar concentrations via the combined laser 

ablation/matrix isolation techniques. We had attributed the high atomic isolation efficiency, 

and the observed formation of novel trapping site structures, to the high kinetic energy of the 

laser ablated atoms (all comparisons relative to experiments using thermal effusive metal atom 

sources).  However, preliminary attempts at trapping Li and Al atoms in Ar matrices, during 

which a magnetic field was used to reject any ions produced by the laser ablation process, 

have failed. These results force us to reconsider alternative microscopic models of the matrix 

deposition process in which the metal ions produced by laser ablation are trapped in the matrix 

and subsequently neutralized, and are thus responsible for the novel effects we have previously 

ascribed to fast metal atoms. 

Results to date of attempted depositions in hydrogen matrices have been far less 

illuminating.  The presence or absence of the ion deflecting magnets has no obvious effect on 

the strong Li atom absorptions typically observed in Li/H2 matrices, or on the weak Al atom 

absorptions typically observed in Al/H2 matrices. We will focus our future efforts on 

depositions into hydrogen and deuterium matrices, using a variety of matrix diagnostics to 

determine the ultimate fate of the metal atoms. 
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INTRODUCTION 

We have previously demonstrated the efficient isolation of Li, B, Na, Mg, and Al 

atoms in rare gas matrices at 0.001 to 0.1 % molar concentrations via the combined laser 

ablation/matrix isolation techniques [refs. 1-6]. We also observed novel absorption features in 

the visible spectra of Li/Ar, Li/Kr, Na/Ar, and Na/Kr matrices prepared using laser ablation 

metal atom sources (compared to experiments using thermal effusive metal atom sources) 

which we ascribed to the formation of novel metal atom trapping site structures [refs. 1, 3, 7]. 

We attributed both the high atomic isolation efficiency, and the formation of novel trapping 

site structures to the high kinetic energy (typically 1 to 20 eV) of the laser ablated atoms, 

which we conjectured permits these atoms to penetrate (a few atomic layers) into predeposited 

matrix structures. We proposed that this process reduces the effects of recombination of the 

metal atoms at the accreting surface of the matrix (long touted in the matrix isolation literature 

as the primary mechanism for loss of reactive species during sample preparation) and also 

causes the formation of tighter trapping site structures [ref. 1]. 

Depositions of laser ablated atoms into hydrogenic (H2, D2) matrices also produced 

initially promising results, in that strong Li atom [ref. 2] and Mg atom [ref. 6] absorptions 

were readily observed. However, the poor quality of the B and Al atom spectra from 

hydrogenic matrices [ref. 5], and the observation of infrared absorptions of boron-hydrides and 

aluminum-hydrides [refs. 6, 8] from these samples, raised the spectre of loss of metal atoms to 

unwanted reactions with the hydrogenic hosts. The energetics of various atom+H2 reactions 

were reviewed in ref. 5; all such energetic barriers are below the kinetic energies of the fastest 

laser ablated metal atoms. 

Thus began our quest to develop a velocity selected fast metal atom source suitable for 

matrix isolation depositions. We hoped to find a regime of atomic "implantation" energies 

which would show improved atomic isolation efficiency by avoiding surface recombination, 

yet minimize reactions between the fast metal atoms and the hydrogenic host. This effort 

culminated in the invention of a novel, non-mechanical technique for performing velocity 

selection on the fast metal atoms produced by laser ablation [refs. 9-12]. This process 

(described below) relies on the efficient photoionization of those ablated metal atoms with 

unwanted velocities, and their subsequent rejection from the main atomic beam by a static 
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magnetic field. As a side effect, the magnets also reject the metal ions produced directly by 

laser ablation. 

We recently combined the two setups used in the laser ablation/velocity selection and 

matrix isolation experiments into a single deposition apparatus. During our preliminary 

attempts at trapping Li and Al atoms in Ar matrices (described below), we found that simply 

inserting the ion-rejection magnets into the ablated atomic beam resulted in the nearly complete 

loss of the Li and Al atom matrix absorptions. These results force us to discard much of our 

microscopic model of the matrix deposition process in which the incident kinetic energy of the 

fast metal atoms is the key factor, and to reconsider models in which the metal ions produced 

by laser ablation are trapped in the matrix and subsequently neutralized, so that the metal ions 

are thus responsible for the novel effects we have previously ascribed to fast metal atoms. 

In what follows we describe:  (1) the new experimental apparatus and sample 

preparation conditions, (2) the results of preliminary experiments on depositing Li/Ar, Al/Ar, 

and Li/H2 matrices, (3) the impact of these observations on our microscopic model of the 

matrix deposition process, and finally (4) our early speculations on how the apparent initial 

trapping of metal ions and their subsequent neutralization may be used to maximize the 

concentrations of trapped metal atoms in future experiments. 

EXPERIMENTAL 

A greatly simplified version of the new experimental apparatus is shown in Figure 1. 

Our new Temporally and Spatially Specific Photolonization (TASSPI) Velocity Selected metal 

atom Source (VSS) has been described in detail in a series of publications [refs. 9-12]. 

Briefly: pulses of atoms with broad velocity distributions are produced by laser ablation (A, = 

308 nm) of a metal target in vacuum. A second pulsed laser, delayed by ~ 1 p.s and crossed at 

a right angle to the atomic beam, is used to photoionize only those atoms with unwanted 

velocities, i.e.: atoms moving too fast or too slow to be hidden behind an opaque mask placed 

~ 1 cm from the ablated surface. The photoions, and any metal ions produced in the initial 

ablation process, are subsequently deflected from the atomic beam by a static magnetic field. 

Previously, we have demonstrated velocity selection of Al, Ga, and In atoms, and velocity 
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selected Al atom fluxes equivalent to O ~ 1011 atoms/(cm2-eV-pulse) at a working distance of 

lOcmfrefs. 11, 12]. 

The TASSPI VSS module has been attached to the deposition chamber of our liquid 

helium bath cryostat. The cryostat outer vacuum jacket has been modified for vertical travel 

of the matrix deposition substrate into and out of the metal atom beam path, allowing for 

characterization of the beam by a Quartz Crystal Microbalance (QCM), or by an Electrostatic 

Energy Analyzer/Time-Of-Flight Mass Spectrometer (EEA/TOFMS) system. The QCM gives 

a measure of the total flux of metal, while the EEA/TOFMS gives directly the kinetic energy 

distributions (KEDs) of the metal atoms and ions, as well as providing for the detection of 

metal clusters and/or particles. 

The simple straight tube matrix host gas inlet system has been replaced by an ortho-to- 

para hydrogen converter (O/P CONVERTOR) consisting of a 1/8 inch O.D. by 1.5 meter 

long copper tube packed with 1.4 g of APACHI catalyst [ref. 13] and wound onto a copper 

bobbin which can be cooled to below 20 K by a closed-cycle cryostat. This converter can 

provide 99.99% para-hydrogen at 15 K to the matrix deposition substrate, in place of the 

Figure 1. Experimental Schematic. 
Laser ablation of metal targets in vacuum takes 
place in the TASSPI VSS MODULE. Metal 
ions produced by the ablation process 
(A,=308 nm), or generated by photoionization 
of metal atoms by the velocity selection laser 
(k=193 nm), are deflected by a pair of 
(removable) magnets. The ablation products 
continue through a gate valve and into the 
CRYOSTAT MODULE where they are 
codeposited onto a 2 K transparent substrate 
along with a flow of hydrogen gas from the 
O/P CONVERTOR.  Sample growth rate, and 
other properties of the deposited film are 
monitored by a variety of diagnostics aligned 
along the main optical axis. The deposition 
substrate can be raised out of the ablated beam 
and the ablation products characterized by a 
quartz crystal microbalance (not shown) or by 
the EEA/TOFMS system. See main text for 
definitions of acronyms and other details. 
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25:75 para:ortho composition room temperature normal-hydrogen used in our previous 

hydrogenic matrix experiments [ref. 2]. In the preliminary rare gas matrix host experiments, 

the Ne or Ar gas was simply passed through the room temperature converter, although we 

have recently found that cooling the converter to * 200 K greatly reduces matrix contamination 

by H20, C02 and other residual atmospheric gas impurities adsorbed on the catalyst. 

Finally, we have arranged this experiment so as to allow for characterization of the 

matrix by simultaneous UV/Vis absorption, IR absorption, laser induced fluorescence, and 

spontaneous Raman scattering. To accomodate the various diagnostics, the majority of the 

apparatus sits inside a 0.5 m3 polycarbonate box purged with a constant flow of dry N2 gas. In 

this report, we present only data from the UV/Vis absorption diagnostic. 

RESULTS AND DISCUSSION 

Figure 2 shows the results of two attempts at depositing Li/Ar matrices, made with and 

600 650 

wavelength (nm) 

Figure 2. Li/Ar Matrices. 
Transmission spectra of as-deposited Li/Ar 
matrices with T = 20 K, Oabl * 4xl07 W/cm2, 
30 mJ/pulse, 10 Hz repetition rate, 15 minute 
Li deposition time, Ar inlet flow rate = 
1.1 mmol/hr. The legend "old magnets" refers 
to the 0.74 cm spacing used in the original 
deflection magnet assembly which provides a 
field of 4.4 kGauss at its center. 
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Figure 3. Al/Ar matrices. 
Transmission spectra of as-deposited Al/Ar 
matrices with T = 20 K, Oabl « 
l.lxl08W/cm2, 160mJ/pulse, 10 Hz 
repetition rate, 15 minute Al deposition time, 
Ar inlet flow rate = 1.0 mmol/hr. The legend 
"new magnets" refers to the 2.0 cm spacing 
used in the second deflection magnet assembly 
which provides a field of 1.9 kGauss at its 
center. 
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without the ion deflection magnets. The spectrum of the sample made without the magnets 

clearly shows the previously reported [ref. 1] matrix perturbed Li atom 2p<-2s "blue triplet" 

absorption feature between 610 nm and 640 nm, as well as a vestigal "red triplet" absorption 

peaked at 670 nm. The spectrum of the sample made using the ion deflection magnets shows 

only a weak progression of transmission interference fringes consistent with the « 5 um total 

matrix thickness. 

Figure 3 shows similar results from three attempted depositions of Al/Ar matrices. 

The spectrum of the sample prepared without the magnets shows the well known 4s«-3p and 

3d<-3p Al atom absorptions at 338 nm, and 287 & 292 nm, respectively [ref. 14]. The 

smaller peak at 328 nm has been previously observed in Al/Ar matrices prepared by laser 

ablation [ref. 15], but was not commented upon; we tentatively assign it to the 4s<-3p 

transition of Al atoms in a secondary trapping site. The feature at 308 nm is an artifact caused 

by the inadvertent exposure of the spectrometer's array detector to scattered light from the 

ablation laser. The spectra of two samples prepared using two different ion deflection magnet 

assemblies do not show any of these absorption features. The new magnet assembly, with its 

Trapping  Sites   (v 2.0) 
Neutral  formed Ion  formed 

During 
deposition 

After 
deposition 

750 

wavelength (nm) 

Figure 4. M/Rg Trapping Site Formation. 
Revised cartoon depicting the differences 
between final metal atom trapping site 
structures formed by depostion of metal atoms 
vs. metal ions. 

Figure 5. Li/H2 matrices. 
Transmission spectra of as-deposited Li/H2 

matrices with T = 2 K, OaW « 5xl07 W/cm2, 
40 mJ/pulse, 10 Hz repetition rate, 15 minute 
Li deposition time, H2 inlet flow rate through 
O/P converter not measured. 
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larger spacing and hence weaker and more uniform magnetic field, was used to allay fears that 

inhomogeneities in the magnetic field might be deflecting neutral Al atoms from the beam. 

The results shown in Figures 2 & 3 demonstrate that it is the laser ablated Li and Al 

ions, rather than the fast metal atoms, which are trapped efficiently in Ar matrices. The ions 

are subsequently neutralized to yield trapped atoms. Furthermore, the novel spectroscopic 

features observed in the Li/Ar and Al/Ar experiments reflect the formation of tight trapping 

sites due to the strong ion/induced-dipole M+
/

&
~AT

S+
 interactions, as depicted in Figure 4. We 

had begun to suspect the importance of the role of ionic species in the matrix deposition 

process after observing the "blue" and "violet" triplet absorption features [ref. 3] in Na/Ar 

matrices prepared with a commercial Na+ ion source [ref. 16]. Finally, recent molecular 

dynamics (MD) simulations of fast Na atoms incident onto Ar surfaces also dispute our 

original notion that fast laser ablated atoms can actually penetrate into previously deposited Ar 

layers [ref. 17]. 

Surprisingly, the presence or absence of the laser ablated ions seems to make little 

difference in the spectra of Li/H2 matrices, as is shown in Figure 5. Both spectra show strong 

H2 matrix perturbed Li atom 2p<-2s absorptions, just as were previously observed in Li/H2 

matrices produced using our more primitive apparatus which did not convert the ortho-H2 to 

para-H2 prior to deposition [ref. 2]. Attempts at depositing Al atoms into para-H2 matrices 

have so far met with the same meager successes as were observed using the older apparatus 

[ref. 5]. 

Finally, all the metal atom absorptions shown in this preliminary study are for matrices 

containing ~ 0.01 % metal atoms (i.e. guesthost ratio of 1:10,000). It remains to be seen if 

the method of initially depositing ions, then subsequently neutralizing them to yield isolated 

atoms, can be extended to higher concentrations. One might have suspected that space charge 

limitations would preclude the stability of large matrix regions with ion concentrations of even 
1Ä "X 

0.01 % (~ 3x10   ions/cm , or mean ionic separations of ~ 70 A). Perhaps, however, the 

instantaneous concentration of ions themselves never has to actually reach such high levels. 

Lower concentrations of freshly deposited ions may become mechanically stable due to partial 

screening by polarization of the host matrix dielectric. These "surface" ions could then be 
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neutralized by photoelectrons produced in subsequent ablation laser pulses. Ensuing 

alternating pulses of metal atoms and photoelectrons could fill in the gaps between the trapped 

metal atoms. Thus, the limiting factor to the achievable atomic concentration would be 

recombination of the atoms due to thermal energy liberated by the neutralization of the ions. 

CONCLUSIONS AND FUTURE DIRECTIONS 

We have demonstrated that laser ablated metal ions, and not laser ablated fast metal 

atoms, are responsible for the novel effects observed in our Ar matrix experiments. More 

work must be done to elucidate the role of metal ions in hydrogenic matrix depositions. If, in 

fact, the mutual repulsion between metal ions is responsible for their efficient isolation during 

the hydrogenic matrix deposition process, then our focus in future experiments must turn away 

from finding deposition conditions which minimize recombination of atoms on the accreting 

matrix surface, and towards finding mechanisms for the efficient removal of the large amounts 

of energy released upon the ultimate neutralization of those isolated ions. 
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ABSTRACT 

We have completed a series of three experiments in which gram scale N/N2/lHe 

samples (N:N2 ~ 1:1000) have been transported from a 2 K liquid He environment to a room 

temperature receptacle. Optical images of the thermoluminescence (TL) from recombining N 

atoms were recorded using four video cameras placed along the transport path. In all three 

experiments, these images showed that the model high energy density matter (HEDM) 

propellant samples began decomposing and releasing energy immediately upon ejection from 

the 2 K production/storage chamber, but that the majority of the energy releases took place in 

the room temperature "combustion" chamber. 

INTRODUCTION 

One proposed method of utilizing cryogenic solid propellants based on solid hydrogen 

doped with energetic species is as a slurry in liquid helium [ref. 1]. The experiments 

described below seek to elucidate the special storage and handling requirements of gram scale 

N/N2/lHe (N:N2 ~ 1:1000) "model" HEDM propellant samples. 

EXPERIMENTAL 

The experimental apparatus (Figure 1) is only slightly modified from that described in 

detail in last year's conference proceedings [ref. 2].  Briefly: the products emerging from a 

corona excited supersonic expansion (CESE) of a 1:50 N2/He gas mixture are deposited onto a 

"superfluid" liquid He II surface kept below 2 K by continuous pumping on the He vapor 

(PHe ~ 10 Torr). The condensed luminescent solid (which we suspect to be a diffusion limited 

N/N2/He aggregate, but has been described by the original investigators as an "Impurity- 
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stabilized Helium Solid Phase (IHSP)" [ref. 3]) sinks through the liquid He and is collected by 

a runnel into a 12.7 mm inside diameter by 5 cm tall glass tube. 

After several grams of sample have been prepared, the CESE source is shut off, and 

the excess liquid He is boiled off at T « 4.0 K. During this process the sample displays only 

faint green thermoluminescence. The last half-liter or so of liquid He is removed by pumping, 

which cools the bottom of the chamber back to T « 2 K. A pneumatically actuated fast 

plunger then forces the "dry" N/N2/He sample down through a brass foil burst disk and into 

the top of a 12.7 mm inside diameter glass tube which leads straight down to a room 

temperature 50 ml Pyrex beaker situated in a separate evacuated chamber. The bright green 

N/N2 source -\ 
■plunger port 
lHe fill and 
pump port 

■lHe chamber 

1N2 chamber 

collection funnel 

—vacuum jacket 

optical axis 2-4 

optical axis 3-4 

optical axis 4  

radiation shield 

burst disk assy. 

Figure 1. Experimental Diagram 
New additions from last year include a 
pneumatically actuated plunger which forces 
the model HEDM sample through a brass foil 
burst disk, through a glass delivery tube, and 
into a room temperature receptacle. 

T«S0Kto 

Isamjpf e.: ppespararion :-| 

■ 
T.^&toSOK: 

Figure 2. Quad-Split Screen Legend. 
This figure shows the ordering of the video 
images in Figs 3(a)-(d) obtained from the four 
camera views depicted in Fig. 1. The upper 
right panel shows the liquid He region of the 
cryostat, the lower right panel shows the glass 
tube leading from the liquid He region to the 
liquid N2 cooled radiation shield, the lower left 
panel shows the glass tube between the 
radiation shield and the room temperature outer 
vacuum jacket, and the upper left panel shows 
the room temperature Pyrex beaker in the 
evacuated "combustion" chamber. The arrows 
indicate the sample flow sequence during a 
"Big Flush." 
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thermoluminescence which accompanies the rapid heating of the sample is recorded with four 

video cameras placed at the four optical axes shown in Figure 1. Figure 2 describes how the 

four camera views have been combined into a single "quad-split" screen in Figures 3(a)-(d). 

Subsequent images in Figure 3 are separated by 16.7 ms from the previous video "sub-frame." 

RESULTS, DISCUSSION, AND CONCLUSIONS 

Figure 3 shows the results of the first Big Flush experiment, which were reproduced 

precisely in the other experiments. Figure 3a shows the first video sub-frame in which any 

thermoluminescence can be detected. The luminous major energy release in the room 

temperature Pyrex beaker shows up as the upper left hand panels of Figures 3(b)&(c), and 

lasts less than 34 ms. The samples are apparently completely vaporized by a combination of 

heat transport from the room temperature surroundings and the energy released by the 

recombining N atoms. Figure 4 shows a close-up of the upper left hand panel in Figure 3(c). 

The observation of thermoluminescence in the 2 to 80 K section of the glass transport 

tube does not bode well for the prospects of pumping HEDM doped hydrogen/helium slurries 

for appreciable distances. These experiments indicate that the entire propellant transport 

system should remain at liquid helium temperatures to prevent catastrophic recombination of 

the HEDM species. On the other hand, the absence of visible thermoluminescence from the 

sample collection region itself (upper right hand panels in Figure 3) during compression of the 

sample by the pneumatic plunger, shows that the present model HEDM samples are not as 

delicate as may have been presumed. Further testing of this type should await the production 

of HEDM samples containing higher concentrations of energetic species. 
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I. Introduction 
Research aimed at enhancing the performance of rocket propulsion systems by employing 
atom- or molecule-seeded cryogenic fuels or oxidizers continues to be an important com- 
ponent of the high energy density matter (HEDM) program [1]. This concept is viewed as 
a novel yet potentially feasible means of achieving significant improvements in operating 
chaxacteristics such as the specific impulse, which is the total impulse, or time-integrated 
thrust force, per unit weight of propellant. Calculations suggest that the addition of 
even a few mole percent of selected atomic or molecular species to solid hydrogen may 
provide specific impulse increases of as much as 25% by comparison with current liquid- 
hydrogen/liquid-oxygen rocket engines [2]. Consequently, determining structural, spectro- 
scopic, and other properties of doped cryogenic solids remains an important area of HEDM 
study, with theoretical and computational efforts supporting experimental work. 

In the present report, the development, implementation, and application of a new method 
for constructing adiabatic potential-energy surfaces for aggregates of interacting atomic or 
molecular species is outlined. Although the spectral theory of binding has recently been 
described in the literature [3], certain aspects of the development, particularly related to its 
computational implementation, continue to evolve. Conceptually, the approach is designed 
to provide a unified quantum-mechanical treatment of both physical and chemical binding, 
and a new foundation for a class of theories that construct exact many-body adiabatic 
electronic potential-energy surfaces, including non-pairwise-additive contributions, from 
information about component fragments. In particular, the spectral theory is shown to 
generalize and clarify aspects of "diatomics-in-molecules" methods [4,5], giving rigorous 
and unambiguous prescriptions for their convergent computational implementation. 

In Section II, the main features of the theory are indicated, paying specific attention to 
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points of comparison with other approximate treatments of non-additive interactions [4- 
111 An initial application of the spectral theory to sodium-seeded argon clusters and 
sohds is discussed briefly in Section III. A specific approach to implementing the theory 
as a computational technique employing information from ab inüio quantum-chemical 
calculations of diatomic properties is described, and reference is made to predictions of 
the structure and optical absorption spectrum of NaArn based on classical Monte Caxlo 
simulations using potential surfaces provided by the spectral method [12,13]. *mally, 

future directions for this project are indicated in Section IV. 

II. Theoretical Development 
A. Spectral Representation 

The general form of the Hamiltonian operator for an aggregate of N atoms may be written 

a=l /3=1 

where the Hamiltonian operator for the na-electron atom a and the interaction Hamilto- 
nian between the pair of atoms a and ß are expressed, in the Coulomb approximation, as 

i % 

V        {h3)        Raß        *f   riß       Y  rja       ^   ;   r^ 

Here, the notation (t; j) denotes distinguishable groups of electrons, with arbitrary assign- 
ment of a particular electron i or j to atom a or ß. Electronic eigenstates of the operator 

in Eq. (2) may be written as a vector &a\i) of functions $^J,(i) that are eigenfunc- 
tions of energy (E), orbital and spin angular momenta, and parity (r = L, ML,S, Ms, P) 
[17], transforming irreducibly as the totally antisymmetric representation of the permu- 
tation group for the electrons labeled i [18]. These atomic spectral states, which include 
the ionization continua, are quantized in a set of JV individual coordinate systems with 
axes parallel to the laboratory-frame axes, and with the JV atomic centers specified m the 

laboratory frame by the vectors Ra. 

Because the atomic spectral states $(a)(i) form a complete antisymmetric set for repre- 
sentation of square-integrable functions of electron coordinates i [18,19], the ordered direct 

product spectrum of these states, 

*(i;j]k]...) = {^a)(i)®*iß)(j)®*{'r)(k) •••}o, (4) 

suffices to represent the antisymmetric eigenstates of all the electrons i,j,k,... in the 
atomic aggregate [6-9].  The notation {• •-}0 denotes an ordering rule on the indices of 
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the direct product functions; this choice, although arbitrary, must be followed in any 
manipulations of matrices constructed in the spectral basis. 

The product set of Eq. (4) does not constitute a symmetrical representation [18] of the 
aggregate, and members of the set are not antisymmetric with respect to exchange of 
electrons between distinct sets, yet this basis can nevertheless be employed to represent 
totally antisymmetric wave functions. Prior antisymmetrization of the product basis, 
which has been commonly employed to avoid unphysical solutions corresponding to other 
irreducible representations of the electron permutation group [4,5,7], can lead to linear 
dependence, frequently termed "overcompleteness," in the limit of unrestricted closure 
unless preventative measures are devised [6,8,9]. Although the present formulation, which 
avoids the use of the overlap matrix that arises with an explicitly antisymmetrized atomic 
product basis set, is expected to be particularly suitable for aggregates that do not display 
significant electron delocalization or transfer between atoms, its applicability is not limited 

to such systems. 

B. Matrix Representation 

In a matrix representation the Hamiltonian in the product spectral basis of Eq. (4) has 

the form 
N N 

H(R) = £ {H<«> + $> > «) V<^>(Ra/3)}, (5) 
a=l /3=1 

where R = (Ri,R2, - • • ,Rjv) gives the position of the N atoms in the laboratory frame, 
~Raß = R/3 — Ra corresponds to the relative positions of atoms a and /?, and H>a) and 
V(a'^(Ra/?) are the matrix representations of the operators in Eqs. (2) and (3). The 
dimensions of these matrices follow from the size of the complete product basis, with matrix 
elements determined by the product ordering convention of Eq. (4). Evident from Eq. (5) 
is the rigorous pairwise-additive nature of the Hamiltonian matrix in terms of interaction 
matrices constructed in the direct product basis [7]. This feature may be conveniently 
exploited in the present development which, as indicated in the foregoing, does not require 
the basis-set overlap matrix that has complicated previous approaches [4,5]. 

By choosing an ordering convention in Eq. (4) where later indices run to completion 
prior to earlier indices, the final atomic and atomic-pair matrices of Eq. (5), H^N* and 
Y(^-I.-W)(RJV_1 N^ assume block diagonal forms with repeating matrices constructed in 
the corresponding atomic and atomic-pair product basis, respectively, on the diagonals. 
The analogous matrices for an arbitrary pair of atoms (a,ß) are obtained from similar 
block diagonal matrices by interchanging rows and columns determined by the relative 
positions of the indices a and ß to N — 1 and N, respectively: 

H(a) 

E(Q0 0 0 
0 E(«) 0 
0 0 EW (6) 
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and 

y{a'ß\naß) = < 

(v(«.0)       o o 

o        0     \(a>ß) (7) 

Here, the definitions 
(8) 

(9) 

E(«> = (#<aH0|#(a)(0|*(oi)(0)> 

"** *<«■«(*; j) = {*(fl°(0 ® *(/?)(i)}0, (10) 
axe employed. The subscript 0' in Eq. (10) denotes ordering only within the direct product 
space of the pair of vectors indicated, in accordance with their positions m the full ordered 

direct product of Eq. (4). 

C. Pair-Interaction Representation 

Unphysical solutions arising from the lack of antisymmetrization of the product spectral 
basis of Eq (4) are avoided by constructing the pair-interaction matrices in a basis of 
diatomic functions that can be readily transformed to the atomic-product basis in a pro- 
cedure reminiscent of the generalized diatomics-in-molecules method [4]. Whereas the 
atomic product states are a convenient representational basis for the pair interactions, the 
diatomic wave functions, which can be obtained by conventional quantum-chemical cal- 
culations, are a more appropriate computational basis. The diatomic states *^-^(*r, Jr) 
are solutions of the Schrödinger equation for the pair Hamiltonian in a rotated coordinate 
system, denoted by the subscript r, wherein atoms a and ß have colinear z axes: 

[(#«)(*„) + H^(jr) + V^\ir-Jr)}*{a'ß)(ir,jr) = «^(Wr) ' E^ß\Raß).     (11) 

These states transform irreducibly under the operations of the Cxv point group and are 
antisymmetric with respect to interchange of any two electrons within the combined set 
i and j. The transformation matrix between the diatomic basis and the atomic product 

basis in this coordinate system is given by 

(12) 

hence 

*(a'ß)(ir;jr) = &a'ß\irJr) ■ U^ß\Raß), 

V^ß)(R«ß) = (&a'ß\irJr)\*ia'ß)(ir;jr)) (13) 

describes the mixing of the atomic product states #<°^>(tP; jr) in the diatomic eigenstates 
¥(«.0)(tP, jr). Because the set of properly antisymmetrized diatomic wave functions is 
employed as a projector on the spectral pair states, it is anticipated that unphysical 
solutions spanned by the latter set will not arise in the present development. 
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The atomic product states of Eq. (10) are related to the rotated coordinate system of 
Eqs. (11)-(13) by the transformation 

#<«.«(i;i) = G^iirlir) ■ R(ai/3WM> (14) 

where , 
Ria>ß\4>aß,eaß) = (^Hir-Jr) ^a'ß\i;j)} 

= {B^{<j>aß,eaß,o)®D^\<j>aß,9aß,o)}oi 

is the appropriate transformation matrix, comprised of an ordered direct product of block 
diagonal rotation matrices [20]. 

Now the pair-interaction matrix of Eq. (9) is obtained from the diagonal matrix of diatomic 
potential-energy curves 

E^\Raß) = (*^^(ir,jV)|^(aHir) + ^Hir) + ^(a^(iI.;iT-)|*
(a^(v,jV)))   (16) 

in the form 
v^)(Ra/3) = H^(RQ/3) - E™\ (17) 

where H^^(R«/j) is the transform of E^^(Ä«/j), 

H^(Ra/?) = Bl^HtoßM* ■ U{a'ß)(R^ ■ E^\Raß) 

■v^ß\Raß)--R^'ß)(</>aß,eaß). 

The separated-atom Umit for the (<x,ß) pair is 

(18) 

(19) 

with use of the interaction matrix rather than the total pair potential energy matrix 
ensuring that the atomic energies E^ and E^) are not multiply counted. 

D. Finite-Basis Development 

The mathematical framework set forth in previous sections is formally correct, with pair- 
interaction matrices constructed from properly antisymmetrized diatomic wave functions. 
The convergent transformation matrix connecting the diatomic basis with the atomic- 
product basis [Eq. (13)], however, will generally be arbitrarily large, consequent of the 
lack of prior antisymmetrization and the infinite sums of atomic spectral states required to 
properly describe even long-range interactions in this representation. Therefore, a finite- 
basis-set representation of the spectral method is desirable, as implementing the develop- 
ment in the form outlined to this point would likely result in aggregate representations 
[Eq. (4)] that are intractably large for the purposes of ab initio computational studies. 
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A conventional optical potential approach [21], wherein the atomic product basis is 
partitioned into a finite reference space Q and its complement P = 1-Q, may be employed. 
Accordingly, the pair Schrödinger equation in matrix representation [cf. Eq. (ll)J, 

H^\Raß) • U^ß\Raß) = V^ß\Raß) ■ E^(Raß), (20) 

may be partitioned 

Wzf\Raß)  n%ß\Raß)) WtfM)     7 Wtfl*«)) 
where E^'ß){Raß) is one of the energies of the Q-space matrix E^ß)(Raß) **<* the vectors 

U%f{R«ß) and V{p^\Raß) are the Q- and P-space components of row 7 of the full 

matrix V^(Raß). The infinite vector V^\Raß) may be eliminated [21], giving 

v%f{R*ß) + n&ß)(R«ß) ■ [4a,ß)(Raß)ipp - H&^iM]_1 • H^(^) 

•u£?W) = E^\Raß)V%f(Raß), • (22) 

with the energy-dependent optical-potential matrix, evaluated at the diatomic eigenvalue 

E = Eya'ß\Raß), contained therein as 

V%f{E) = B%f\Raß) ■ [EIPP ~ H^(Ä^)]_1 • H^(Ä^). (23) 

The optical potential will generally be different for each pair eigenvalue; that is, the lowest 
N diatomic potential-energy values constituting the matrix E^f {Raß) are not eigenvalues 
of a single Hermitian matrix. However, as the dimension of Q increases, the lowest solutions 
of Eq. (22) will eventually become insensitive to change with further increase in the extent 
of Q. In that Emit, the upper-left corner of the effective Hamiltonian [Eq. (23)] becomes 
insensitive to energy, 

and 

EifiRaß) = tZf>{Raß) ■ [BifiRaß) + ^fi^ß)} ' fftfW)'. W 

where E{£f\Raß) is the diagonal matrix comprised of any E^'ß){Raß) belonging to the 
reference space A, a subset of Q. Element ij of the optical potential matrix [Eq. (23)], 
now becomes 

(vgf >)    = {</}(iM • [E^ß\Raß)lpP - n^fiR^y1 • H&«(*^)} . .> (26) 

53 



where i and j, and E\a'ß){Raß), are in the A space. Finally, the product-state Hamiltonian 
of Eq. (18) is rewritten in the finite-basis representation as 

fi£f (Ra/?) = R^W'«*)* • v£f\RaßV ■ ^f{Raß) (27) 

with Üjf/^Äajs) determined from Eqs. (25) and (26). 

III. Discussion and Computational Implementation 
The foregoing analysis demonstrates that a finite-dimension unitary matrix may be 
constructed that transforms the lowest N exact diatomic energies into an atomic-product 
representation of the Hamiltonian matrix. Several features of the development are similar 
to aspects of diatomics-in-molecule approaches and other methods that have been set 
forth previously [4-11]. The exact pairwise-additive nature of the many-body interaction 
Hamiltonian matrix is exploited in a spectral-product representation [7], and diatomic wave 
functions provide a convenient computational basis set [4,5]. Furthermore, Wigner rotation 
matrices are employed in a unitary transformation from the diatomic to the atomic-product 

representation [5]. 

By contrast with previous approaches, however, the present development employs a 
complete rather than an overcomplete set of atomic states convergent in the limit of 
closure [6,8,9]. Accordingly, prescriptions may be devised for unambiguous and completely 
ab initio computational implementation of this method. Additionally, the spectral theory 
unifies apparently dissimilar theoretical and computational approximations, such as the 
Balling and Wright method [10,11] and various diatomics-in-molecules models [4,5] within 
a single rigorous formal development which is seen to contain these other approaches as 
special cases in appropriate limits. 

Certain schemes for computational implementation of the spectral theory can be consid- 
ered. In one completely ab initio formulation, the required spectral states may be con- 
structed directly employing a somewhat extended version of the Stieltjes moment methods 
[22,23] that have been successfully used to represent attributes of the discrete and contin- 
uous spectra of quantum systems in finite spatial regions. A second approach makes use of 
information on the requisite diatomic pairs derived from quantum-chemical calculations or 
experiment, with subsequent transformation from the diatomic basis to the atomic-product 
basis set, as outlined in Section II Part C. This latter method has been pursued in initial 
applications of the spectral theory [3,13,24], which have focused on alkali metals in rare-gas 
matrices, prototypical systems that have been thoroughly examined experimentally and 
theoretically under the auspices of the HEDM program [25-29]. 

To date the most extensive applications are to sodium-doped argon clusters and solids, 
where the structures and absorption spectra of variously sized systems of this type 
are simulated employing classical Metropolis Monte Carlo techniques and many-body 
potential-energy surfaces constructed via the spectral theory [13]. The vector ^a>P\ir,jr) 
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of Eq. (11) is comprised of NaAr wave functions computed expressly for this purpose by 
accurate ab initio quantum-chemical methods [12], 

{X2S+, A2U, 52E+, ...}, 

whereas $^a^(t;j) [Eq. (10)] is formed from the corresponding product states of Na and 

Ar functions 

{|Na (3.) 25>|Ar 'S), |Na (3j>) 2P±)|Ar 15>, |Na (3p) 2Po)|Ar x5>, ... }. 

Dipole- and transition-moment functions connecting the molecular states, obtained from 
the diatomic calculations [12], are used in construction of the unitary transformation matrix 
[Eq. (13)] connecting the two representations in a procedure detailed elsewhere [3,13,24]. 
The argon-argon interaction potential is obtained from the literature [30]. Reference 13 
reports radial probability distibution functions and absorption spectra for NaArn using 
various dimensions for the expansions of ¥<"•">(»,., jr) and &a'ß){i;j); an examination of 
the convergence of the spectral theory is a principal goal of these initial studies. 

IV. Summary 
A spectral theory of binding that provides exact many-body potential-energy surfaces for 
aggregates of interacting species is undergoing active development and testing. Through 
this theory, crystal-field-like methods such as that of Balling and Wright are generalized 
to higher angular momenta, and long-range and pairwise-additive potential limits are 
clarified. Extensive computational application of the theory to Na(Ar)w clusters and 
solids is in progress, with subsequent studies of other alkali-seeded rare gas systems, as 
well as atom-doped solid H2, planned for coming months. Concomitantly, the full ab initio 
implementation of the theory is being pursued. Notably, there is nothing in the theoretical 
framework that limits application of the spectral method to van der Waals or other weakly 
interacting systems; its ability to give accurate potential surfaces for covalently bonded 
complexes will also be investigated. 
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Background 

Solid hydrogen doped with energetic impurities may form the basis for high energy density 
matter (HEDM) to be used in rocket propulsion [1]. A key research priority is therefore the 
largescale computer simulation of impurity diffusion and recombination in HEDMs in order to 
better understand the reasons for their stability, or instability, as the case may be. The rate of 
recombination of two impurities in a low temperature solid can be characterized in terms of their 
intrinsic recombination rate when they have diffused to within some well-defined distance from 
one another, and the rate at which the two impurities diffuse into the required proximity with one 
another. The latter rate is proportional to the impurity self-diffusion constant, and it is a possible 
limiting factor in the undesirable impurity recombination process. If the intrinsic rate of 
recombination is very fast compared with the impurity self-diffusion rate, the process will be 
limited by the impurity self-diffusion. 

To put the above discussion in mathematical terms, the rate constant kr for recombination 
of two impurities in a low temperature solid can be approximately described by the equation 

1        1       1 
FT + JfcI   ' (1) K

r        Kin      KD 
where kin is the intrinsic recombination rate for the two impurities after having diffused to some 
distance apart, rc, and kD is the rate at which the two impurities diffuse to within that distance. 
The latter diffusion rate is related to the impurity self-diffusion constant D such that kD « AnrcD. 
It is therefore clear from Eq. (1) that the overall rate of recombination will be limited by the 
impurity diffusion if it is very slow. 

The most immediate goal of this HEDM research program is to calculate directly from 
largescale computer simulation the relevant parameters in Eq. (1) for the impurity recombination 
rate. Along these lines, the self-diffusion constant can be obtain from one of two equivalent 
formulas: 

D = 7^4<h[(0-q(0)|2> (2) 
o t->°°dt 

or 

D = ±pt(q(t)-q(0))   , (3) 

where the notation A(t) = eiHtltlAe~iHtiri denotes a quantum Heisenberg operator for any 
operator "A". Both of the above functions are quantum dynamical time correlation functions. 

Quantum Dynamical HEDM Simulations 

The simulation of impurity mobility in quantum solids represents an extraordinary 
challenge for the theorist because the solid is so strongly influenced by nuclear quantum effects. 
Such systems thus require an explicit quantum dynamical treatment such as the one our group 
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has developed termed "Centroid Molecular Dynamics" (CMD) [1]. In the CMD approach, the 
impurity self-diffusion constant can be obtained through the correlation functions in either Eq. 
(2) or (3) by running classical-like trajectories for the quantum particles on an effective, 
temperature-dependent classical potential [2-4]. In the "exact" CMD algorithm, the effective 
potential is calculated "on the fly" by performing equilibrium quantum averaging simultaneously 
with the time-integration of the CMD equations. In fact, we have recently developed a "hyper- 
parallel" CMD algorithm [3] which has exhibited near linear performance scaling over 50 or 
more IBM SP2 nodes in our preliminary simulations of liquid and solid hydrogen (cf. Fig. 1). As 
an alternative, the quantum centroid potential has been represented by an effective pairwise 
pseudopotential [4], allowing for extremely efficient quantum dynamical simulation of large 
systems (i.e., once the potential is specified in the pairwise form, the simulation is no more time- 
consuming than a classical MD simulation). The theoretical breakthrough of CMD is now 
allowing our group to directly simulate the dynamics of quantum liquids and solids, as well as 
impurity diffusion and recombination in potential HEDMs and related systems. 
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Figure 1: A plot of the computational speed-up of the "hyper-parallel" CMD 
algorithm versus number of nodes on an IBM SP2 [3]. 

Preliminary results from our CMD studies of liquid and solid hydrogen are shown in Figs. 
2 and 3. In Fig. 2 is plotted the quantum velocity autocorrelation function for liquid hydrogen 
near its triple point at 14 K. The exact CMD-based calculation gives a liquid phase self-diffusion 
constant via Eq. (3) which is in excellent agreement with the experimental result [3], while the 
centroid pseudopotential result deviates somewhat due to three- and higher-body quantum 
correlations which are not described in the pairwise pseudopotential approach. The classical MD 
result is significantly worse than both CMD results [3,4]. Our calculations on 14 K liquid 
hydrogen, as well as ones at 25 K exhibiting similar agreement with experiment [3], have helped 
to establish the validity of both the theoretical and computational CMD methodology. 
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A very recent calculation is shown in Fig. 3 of the CMD mean-squared displacement 
function for solid hydrogen at 5 K after a vacancy was instantaneously created at time t = 0. The 
lattice clearly first undergoes a large amplitude reorganization, and then it begins to vibrate in a 
more stable fashion. No self-diffusion in the solid is evident on this timescale, but a longer CMD 
run is now in progress. Other simulations presently underway include a calculation of the lithium 
atom self-diffusion constant in liquid p-H.2, the recombination of two lithium impurities in the 
same system, and the dynamics of one and two lithium atoms in solid hydrogen at 5K. The CMD 
method is also being generalized to include the effects from Bose-Einstein and Fermi-Dirac 
quantum statistics. 
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Figure 2: Plots of the exact CMD and pairwise pseudopotential CMD velocity 
autocorrelation functions for liquid p-H2 at 14 K [3,4]. 
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Figure 3: A Plot of the CMD mean-squared displacement function for solid p-B.2 at 

5K with a vacancy instantaneously created at time t = 0. 
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INTRODUCTION EXPERIMENTAL APPARATUS 

Seeding with light metal atoms is presently being con- 
sidered as a way to increase solid hydrogen performance 
as a rocket propellant. For this purpose, an accurate 
knowledge of the properties of such mixtures (e.g. melt- 
ing rate, diffusion and recombination rate of the impuri- 
ties) is indispensable. Computer modeling of these highly 
quantum systems is making steady progress, as far as al- 
gorithms and computational capabilities are concerned, 
but still relies on very approximate interaction potentials. 
Experimental results are at present needed to test the va- 
lidity of existing theoretical models and to improve our 
knowledge of interaction potentials. To the best of our 
knowledge the only experimental measurements on alkali 
doped hydrogen other than those reported below have 
been performed in solid hydrogen matrices, for lithium 
only. Although they provide useful information about the 
interaction energy scale and the nature of trapping sites 
these bulk experiments suffer from difficulties in mak- 
ing/doping a reproducibly uniform matrix, and, possibly 
from the presence of multiple trapping configurations. 
Finally, these experiments have been carried out exclu- 
sively with normal hydrogen, while, as it will be shown 
later, the o-, p-H.2 relative concentration plays a crucial 
role in determining the structure of the absorption spec- 
tra. One should also remember that since molecules in 
the J=l state (the lowest state available to 0-H2) require 
extensively more complicated modeling, simulations are 
in general made for pure J=0 para-hydrogen aggregates. 

By using large (n « 1000) hydrogen clusters as ma- 
trices we believe we are able to overcome some of these 
difficulties. Large clusters are relatively easy to produce 
and to dope and offer a more homogeneous substrate (the 
main source of non homogeneity being the cluster size dis- 
tribution). In addition we can easily change the relative 
concentration of J=0/J=1 molecules in the cluster, and 
study its influence on the excitation spectra (hence on the 
alkali-cluster interaction). We report here progress made 
in the investigation of the properties of alkali-atom-doped 
hydrogen clusters since last year's meeting. Since the ex- 
perimental apparatus is described in the HEDM Contrac- 
tors Conference Proceedings of the past three years we 
will give here only a short description of it while present- 
ing also a summary of the previously obtained results. 

Beams of H2 clusters are prepared by supersonic ex- 
pansion through a 10 /jm nozzle. Typical stagnation 
pressures and nozzle temperatures are 32 atm and 70 K, 
resulting in an average size of 103 molecules per clus- 
ter (this estimate is made by rescaling the value re- 
ported in [1] with the formula suggested in [2]). The 
beam is chopped (for lock-in detection), skimmed and 
passed through a pick-up cell where a low (on the order 
of 10-4 torr) vapor pressure of Li can be established (two 
collinear pick-up cells containing Na and K have also been 
used). Depending on this pressure, each cluster picks up 
(on average) one or more dopant atoms. Optical excita- 
tion spectra of the resulting complexes are obtained with 
two complementary techniques: 

• Laser Induced Fluorescence (LIF): the fluorescence 
emitted by the complexes upon excitation with a 
tunable dye laser is collected by a set of mirrors 
and conveyed by fiber optics to a photomultiplier 
(PMT). 

• Beam Depletion (BD): the depletion of the beam 
induced by the laser is measured with a hot wire 
surface ionization detector located downstream 
from the LIF detector. 

As an alternative, the collected fluorescence can be dis- 
persed with a monochromator and detected with a liquid- 
nitrogen-cooled CCD camera, obtaining additional infor- 
mation on the excited states and on the ground state 
of the complexes. Recently, an ortho-para converter has 
been installed, in order to control the fraction of J=l 
molecules in the beam. This converter consists of an alu- 
mina supported transition metal catalyst through which 
the hydrogen gas supply is passed before reaching the 
nozzle. Assuming the flux to be slow in comparison to 
the conversion rate (our case), the ortho-para ratio is de- 
termined by the equilibrium thermal distribution at the 
converter temperature, which can be set to any value 
from 300 K down to 20 K. The corresponding J=l frac- 
tion changes from 75% to 0.2% for H2 (33% to 2% for 
D2). 
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SUMMARY OF PREVIOUSLY REPORTED 
RESULTS 

Up to the 1995 meeting, the LIF spectra of Li, Na and 
K attached H2 clusters had been measured. All of the 
spectra showed a common pattern in the excitation fea- 
tures: "fluorescent" absorption was concentrated at the 
position of the D lines (broadened due to the interaction 
with the cluster, but basically unshifted with respect to 
the gas phase), and under at least two broad peaks shifted 
to the blue by 200 to 600 cm-1. Detailed measurements 
in the case of Na showed that the unshifted lines intensi- 
ties and shapes were fairly insensitive to the average size 
of the clusters, whereas the blue shifted peak showed a 
tendency to disappear at smaller cluster sizes. In addi- 
tion, in the neighborhood of the unshifted lines one or 
more satellite peaks were present, showing a structure 
whose complexity increases moving from the lighter to 
the heavier atoms. Finally, a BD spectrum had been 
taken for K on H2 clusters, showing a totally different 
absorption profile, since it consisted of several broad (a 
few hundred cm-1) peaks merged together with the max- 
imum absorption showing up at the gas phase lines po- 
sition. It should be recalled here that no qualitative dif- 
ferences between LIF and BD spectra are observed when 
using He instead of H2 clusters. Therefore, we decided to 
have a more detailed comparison between LIF and BD 
spectra for hydrogen. The integrated intensities of the 
BD spectra turn out to be of the same order of magni- 
tude as for He clusters, suggesting no substantial change 
in the pick-up probability if the same average cluster size 
is assumed. From the LIF spectra, on the contrary, one 
calculates that, contrary to what happens in the case 
of He where a 100% fluorescence yield can be estimated, 
only about 0.1% of the excited K atoms do fluoresce back 
to the ground state. Lack of fluorescence in other re- 
gions of the spectrum convinced us that in the case of H2 
most of the excited atoms return to their ground state 
via non radiative transitions (quenching). This makes 
BD spectra of great importance to the study of alkali- 
cluster interactions, and suggests that LIF spectra could 
be a sensitive probe of the trapping site if (as it is natural 
to assume) the quenching cross section strongly depends 
on the shape of the atom-cluster potential energy sur- 
face. During the past year we have aimed at extending 
BD spectra to Li and Na, and to study the isotopic effect 
on all of the spectra we already collected. Also, based on 
the assumption that the use of pure P-H2 or 0-D2 clus- 
ters was likely to simplify the spectra, we have studied 
the changes produced in the spectral features when the 
J=l molecular concentration is reduced. 

LASER INDUCED FLUORESCENCE SPECTRA 
OF LI ATOMS ATTACHED TO HYDROGEN 

CLUSTERS 

a).n-H2 clusters 

LIF spectra of Li doped 7Z-H2 clusters are shown in fig. 
2(a). These spectra follow the same pattern of features 
already observed for K: 

• a small absorption is present at the position of the 
D lines, with a sharp onset at the gas phase res- 
onance frequency and a tail extending about 100 
wavenumbers to the blue. 

• most of the absorption is concentrated under two 
bell shaped broad peaks (the first one about twice 
as high as the second) about 300 and 600 cm-1 to 
the blue of the gas phase lines. In the case of Li, 
the onset of a splitting of the higher peak into two 
is evident; as we will see later, this is related to the 
presence of 0-H2 in the cluster. 

• the excited atoms that yield fluorescence are only 
a minor fraction of the total (by comparison with 
beam depletion spectra, for Li one obtains about 
7%, while for K (see above) this fraction was of the 
order of 0.1%). 

The same pattern of features has been observed for Na 
and K attached to H2 and D2 clusters as well, suggesting 
that a theoretical model based on very general proper- 
ties of alkali atoms could be devised. However we will 
only discuss spectra of Li from now on, since other ex- 
perimental and theoretical results are available for com- 
parison. The blue shifted part of this spectrum shows 
good agreement with Cheng and Whaley's calculations 
[3] for Li inside solid H2, (with a Li atom replacing 12 H2 

molecules). It should be pointed out that these calcula- 
tions have been run for pure P-H2, rather than TI-H2. LIF 
spectra of Li doped P-E2 clusters do not exhibit as good 
of an agreement (see below). Also, simulations calcu- 
late the absorption spectra, whereas the LIF technique, 
by definition, only detects the minor fraction of excited 
atoms yielding fluorescence, and therefore is not likely to 
reproduce the absorption spectrum faithfully. 

b) p-H.2 clusters 

Reducing the percentage of J=l H2 molecules to less 
than 1% (fig.2(b)) does not greatly affect the shape of the 
features close to the D lines, but makes some of the blue 
shifted peaks disappear. In order to decide on whether 
the intensity of these features has an abrupt change 
(which might indicate a phase transition of the clus- 
ters) or a smooth change as a function of the ortho-para 

63 



concentration, we fixed the excitation laser frequency at 
15217.9 cm-1 and monitored the total amount of fluores- 
cence collected as a function of the slowly changing (-0.5 
K/min) converter temperature (fig.l). As one can see, 
there seems to be an almost linear relationship between 
the height of the peak at 15217.9 cm-1 and the theoreti- 
cal o-H2 fraction. Unfortunately some fluorescence from 
the adjacent peaks masks the peak under investigation 
at low 0-H2 concentrations. 

It is not clear yet whether the difference between the n- 
H2 and the P-H2 spectra is due to different atom-cluster 
potentials (which might also change the quenching prob- 
ability) or to the excitation of different internal degrees 
of freedom of the clusters related to the ortho compo- 
nent. Some additional theoretical analysis is needed in 
order to clarify this issue. 

BEAM DEPLETION SPECTRA OF LI ATOMS IN 
HYDROGEN CLUSTERS 

Beam depletion spectra of Li in H2 are shown in fig. 3. 
Again they exhibit the same pattern found before for K 
(and Na as well): namely they are completely different 
from the LIF spectra (in sharp contrast with the He case), 
with most of the absorption located under a bell shaped 
profile, slightly shifted to the red with respect to the 
gas phase lines, with a long structured tail to the blue. 
As one can see, these spectra closely resemble Fajardo's 
spectra of Li in solid hydrogen matrices [4] (dashed line), 
which are broader and show more intensity in their blue 
wings. Even if no quantitative analysis has been done yet, 
both of these facts are consistent with the assumption 
that Fajardo's spectra are relative to Li atoms inside the 
bulk of H2, whereas our spectra refer to species sitting 
on a dimple on the surface of the cluster, as in the model 
proposed by Ancilotto et al. [5]. Finally, the differences 
between n-B.2 and p-H2 are not so sharp as in the case 
of LIF spectra. Beam Depletion spectra seem to confirm 
the onset of two peaks about 180 and 400 cm-1 to the 
blue of the gas phase lines, and the disappearance of the 
intermediate peak. 

states for alkali atoms in deuterium than in hydrogen, 
regardless of the alkali-Ü2 potential used. The possible 
existance of such states is however a critical function of 
the well depth. 

The peaks to the blue of the D lines are shifted more 
and are considerably broader than their counterparts 
in H2, so that they all merge and appear as a single 
peak. Because of its lower zero point energy, deuterium 
is denser and more tightly bound than hydrogen. This 
should contribute to increase the interaction with the Li 
atom (hence the increased shifts and widths of the peaks). 

Differences between 71-D2 (not shown) and 0-D2 are 
not great partly because the J=l fraction only changes 
from 33% to « 2%. 

BEAM DEPLETION SPECTRA OF LI ATOMS 
ATTACHED TO DEUTERIUM CLUSTERS 

Beam depletion spectra of Li in 0-D2 (fig. 5) do not 
differ greatly from their counterparts in H2, except for 
the fact that the maximum of the absorption is shifted 
more to the red (the same occurs even more markedly for 
potassium in H2 and D2). Again, this is consistent with 
a stronger atom-matrix interaction. 

In order to further confirm our assumption that BD 
spectra are related to Li atoms on the surface of the 
cluster, we tried to compare them to LIF spectra of Li 
on He clusters (since the fluorescence yield in He is close 
to 100% the LIF spectra in this case correspond to the 
total absorption spectra). Li atoms are known to stay on 
the surface of the He cluster and their absorption spec- 
tra have been successfully modeled with an atom-cluster 
potential [7]. As one can see from fig. 5 both the shape 
of the main peak and the shift with respect to the gas 
phase lines match quite well if the energy scale (x-axis) 
is expanded by a factor of 20. It is interesting to note 
that Li-H2 and Li-bulk liquid Hi interaction energies are 
about a factor of 10 larger than Li-He and Li-bulk liquid 
He [5]. 

CONCLUSIONS 

LIF SPECTRA OF LI ATOMS ATTACHED TO 
DEUTERIUM CLUSTERS 

LIF spectra of Li picked up by o-D2 (fig. 4) show only a 
minimal amount of fluorescence at the position of the gas 
phase lines. If the absorption at the gas phase lines is as- 
signed to surface atoms, and the blue shifted absorption 
to atoms inside the cluster, according to Cheng and Wha- 
ley's calculations [3,6], one would conclude that a larger 
fraction of Li atoms go inside D2 clusters, compared to 
H2 clusters, in contrast with the model of Ancilotto et 
al. [5].   The model predicts in fact less stable internal 

We have measured Laser Induced Fluorescence and 
Beam Depletion Spectra of Li attached to H2 and D2 

clusters with different ortho-para compositions. We have 
been able to demonstrate that fluorescent transitions are 
heavily quenched by the presence of hydrogen, and that 
beam depletion is an excellent way to measure the to- 
tal absorption spectra of alkalis in hydrogen. We have 
shown that the ortho-para composition of the cluster 
plays a major role in determining the shape of the ex- 
citation spectra, and in particular that certain features 
are likely to have a linear dependence on the 0-H2 (P-D2) 
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concentration. The interpretation of the excitation spec- 
tra depends on the future availability of reliable Li-H2 
potentials for both the ground and excited states. Exper- 
imentally, we hope to further explore the spectroscopy of 
Li2 on hydrogen clusters. This will hopefully yield infor- 
mation on the mobility on or in the cluster and would 
provide invaluable information on the interactions and 
dynamics of alkalis attached to hydrogen clusters. 
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Fig. 1: Laser induced fluorescence intensity of peak (*) (see fig. 2a) for Li attached to H2 clusters, as a function of the 

ortho-para converter temperature. The excitation laser is set at 15217.9 cm"1 and the temperature is ramped at a rate 
of-0.5 K/min. The solid line is the calculated o-H2 equilibrium fraction (right axis) at the corresponding temperature. 
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Fig. 2(a): Laser Induced Fluorescence of Li atoms attached to H-H2 clusters. The inset panel shows a detail around the 

position of the gas phase lines (indicated by the arrow). The peak marked with (*) is related to the presence of o-H2 

(see fig. 1). Source conditions are: Tconverter= 100 K (60 % o-H2), Tnozz]e= 85K, stagnation pressure = 32 atm. 
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Fig. 2(b): same as fig. 2(a) forp-H2 clusters. 

Source conditions are: T^^^ 25 K (1 % o-H2), Tnozzle= 85K, stagnation pressure = 32 atm. 
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Fig. 3(a): Beam depletion spectrum of Li attached to «-H2 clusters (solid line) compared to absorption spectra 

of Li in a H-H2 matrix (dashed line, from [4]). The vertical line marks the gas phase lines position. 

Source conditions are: Tcomttter 100 K (60% o-H2), Tn02zle= 85K, stagnation pressure = 32 atm. 
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Fig. 3(b): same as fig. 3(a) for/>-H2 clusters. 

Source conditions are: T converter 25 K (1% o-HA Tnozzl = 85K, stagnation pressure = 32 atm. 
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Fig 5: Beam Depletion Spectra of Li atoms attached to o-D2 clusters (solid line, bottom axis) compared to LIF 

spectra of Li atoms on the surface of He clusters (dashed line, top axis). The comparison is made by matching 
the gas phase lines position and expanding the x-scale of the LIF spectrum by an arbitrary factor of 20. 
Source conditions are: Tconverter= 24 K (4% p-D2), Tnozzle= 70K, stagnation pressure = 32 arm. 
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We have investigated the ultraviolet spectra of Al(Ar)„ clusters to gain insight into the 
frequency shifts and band assignments of transitions observed for metal atoms trapped in 
cryogenic matrices. Our approach, 1+1' resonant two-color multiphoton ionization spectroscopy, 
allowed us to explore how the structure and ultraviolet spectra evolved with cluster size. Three 
Al(Ar)„ cluster bands were observed around the Al atom 3p^>3d transition, all of which 
exhibited electronic band shifts that were strongly dependent upon the degree of solvation. 

Motivation 
Previous HEDM studies have predicted that the propellant properties of solid molecular 

hydrogen can be greatly enhanced by doping Group III atoms such as boron and aluminum into 
the cryogenic matrix.1 The properties of doped matrices have been examined extensively by 
optical spectroscopy, but quantitative analysis in terms of lattice site, Jahn-Teller dynamics, etc. 
requires highly accurate theory. Recent theoretical models developed within the HEDM program 
have made great progress in their predictive ability to model the bonding interactions, global 
structure, electronic spectra, and dynamics of these and related systems. Whereas there exists 
some ambiguity in the interpretation of bulk systems, a reservoir of accurate, predictive 
information has accumulated regarding the behavior of sequentially solvated atoms or dopant 
atoms embedded within finite-sized clusters. As a result, we have pursued a systematic 
spectroscopic study of aluminum atoms solvated by Ar„ (n < 55). Using such a cluster approach, 
we sought to gain insight into the size dependent behavior of both cluster structure and the 
electronic band frequency shifts resulting from sequential solvation. Such measurements can 
provide a stringent benchmark for testing the accuracy and reliabilty of the theories used to 
describe the bulk doped matrices. 

The UV absorption spectrum of aluminum trapped in argon matrices has been extensively 
investigated,2'3 along with a number of other HEDM related systems.4 These studies have 
concentrated on the spectral region corresponding to the lowest energy Al transitions between 
400-240 nm where the matrix bands appear relatively uncongested and therefore assignable. One 
band of interest is the matrix band assigned to the lowest energy Al transition, namely the 
3/7->45. While the Al 3p-^>4s transition appears at 395 nm, the matrix band assigned to result 
from the 3/?-»4s transition exhibits a blue shift to roughly 340 nm. Such a large blue shift is 
rather unusual, and the exact interactions that give rise to this shift are still unqualified.  The 

69 



next band, a multiplet near 290 nm has been assigned to the 3p->3d transition that occurs at 308 
nm in the isolated atom. 

Size-selective studies of Metal(Solvent)„ clusters can elucidate the interactions involved 
in matrix band shifts, but such measurements have rarely been undertaken. Recent experimenta 
on alkali and alkaline earth metals solvated by He„ and Ar„ respectively have focused on very 
large clusters (n ~ 100 -^ >10,000).5'6 In addition, Whetten and co-workers have studied the 
Al(Ar)„ cluster (n < 150) 3p->4s frequency shifts as a function of increasing solvation.7 

However, these authors were unable to infer structural details from merely the solvent shifts. Far 
more insight could potentially be gained by investigating the matrix band spectral shifts arising 
from the Al ground state 3p manifold to the excited 3d mainfold because asymmetries in the Al 
atom binding site could lift the five-fold degeneracy of the 3d states, leading to the possibility of 
more than one resolvable band. By studying the size dependent frequency shifts and band 
splittings arising from transitions to the 3d manifold, a more complete picture of structure 
evolution may be inferred. For this reason, we have investigated the UV spectra of Al(Ar)„ 
clusters (n < 56) about the atomic aluminum 3p^>3d transitions by 1+1' resonant two-color 
multiphoton ionization spectroscopy (R2MPI). 

Experimental 
Al(Ar)„ clusters were generated by a standard laser vaporization techniques. Following 

the opening of a piezoelectric pulsed valve, the pure Ar carrier gas (~8 atm. stagnation pressure) 
entered the first of three regions of the laser vaporization source (Figure 1). The first region 
consisted of a 00.040" channel that then opened up at 10° in region 2 to join region 3, a straight 
00.100" channel. The tripled output of a Nd-YAG laser (Continuum Surelite 1) was focused on 
the surface of a rotatable 2024 Al rod that was positioned 0.105" after region 2. Following 
supersonic expansion, the clusters passed through a 3-mm skimmer into the second differential 
region. The clusters were then ionized by 1+1' resonant two-color multiphoton ionization by 
crossing the jet with an unfocused pump beam consisting of both the residual fundamental and 
doubled fundamental of the appropriate laser dye wavelength (DCM, Rhodamine 640/610). The 
pump laser was the output of a dye laser (Quantel TDL-51) pumped by a Nd:YAG laser 
(Continuum NY-61) that was doubled to generate the UV beam (1-4 mJ/pulse). Figure 2 shows 
the ionization scheme employed. The clusters were scanned through the UV region from 330 nm 
to 296 nm, first exciting the Al atom 3p-*3d transition with the doubled UV photon, and 
subsequently ionizating with the visible fundamental dye photon (10-50 mJ/pulse). In the 
current single dye laser experiments, the UV and visible wavelengths (vvis = Viv^) were forced 
to tune simultaneously. The total photon energy (vuv + vvis) was always within 0.75 eV or less 
of the ionization threshold of the clusters.8 

Following ionization, the clusters were extracted perpendicularly and mass-analyzed by a 
standard 1-m Wiley-McLaren time-of-flight (TOF) spectrometer, and detected by a microchannel 
plate. TOF mass spectra were collected by a transient digitizer (LeCroy 8818). Individual scans 
were recorded by gating the mass peak of interest with a gated integrator. S/N was greatly 
improved by switching the laser vaporization Q-switch at half the rep rate and using the gated 
integrator to subtract the pump background due to DP oil contaminant fragments (LV off) from 
from every signal shot (LV on). All spectra were normalized for UV fluence. 
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Results 
All of the Al(Ar)„ clusters (n = 4 - 54) exhibited two broad principal transitions. We have 

tentatively assigned them as arising from the Al 3p^3d transitions. One band was blue-shifted 
relative to atomic Al 3p^>3d transition (308.215 nm), and the other red-shifted. 

The blue-shifted bands were generally broad and asymmetric. Figure 3 shows some 
typical spectra in the 305-297 nm region. For smaller clusters (n < 12), the peak shifted to the 
blue as n increased. However, a splitting was observed for larger clusters (n > 18). At n = 18, 
the peak was more symmetric and a dip started to appear at around 301 nm. The splitting 
became more pronounced as n increased. 

The red-shifted bands were observed in the 325-308 nm region. Some typical spectra are 
shown in Figure 4. The peaks were also broad and asymmetric, but they showed a monotonic 
increase in the red-shift relative to the atomic transition with cluster size (Figure 5). Moreover, 
the band positions varied in a stepwise fashion with n, and the changes appeared to coincide with 
the shell sizes (« = 12, and 54) for icosahedral shell closings.7'9 As shown in Figure 5, the peaks 
were close to 312 nm for n < 12 , 320 nm for 25 < n <40, and 324 nm at n = 54. This result 
suggested that the observed spectral shifts indeed reflected the structural evolution in the clusters, 
and that cluster fragmentation was not seriously degrading the size-selectivity of our 
measurements. 

Discussion 
The observed patterns in this experiment resulting from putative Al atom 3p->3d 

transitions as well as those observed by Whetten involving Al transitions between the 3p->4s 
differ significantly from the matrix features. Most notable is the difference in the magnitude of 
the cluster electronic band shifts relative to those of the matrix. The two resolved bands in the 
matrix appear at 291 nm and 286 nm have been assigned as 3p->3d transitions. In contrast, our 
R2MPI spectra of Al(Ar)„ (« < 55) exhibit a considerably less pronounced blue-shift. With small 
Al(Ar)„ clusters that form the first icosahedral shell (n < 12), a strong size dependent blue-shift is 
observed as the cluster size is monotonically increased (Figure 5). Al(Ar)12 shows a significant 
blue-shift maximum at 299 nm, but no splitting of electronic bands is observed. By Al(Ar)18 and 
for all larger clusters observed, the overall bandwidth and blue-shift remains roughly the same as 
for Al(Ar)12. However, by Al(Ar)18 a discernible splitting of the is evident. This splitting 
increases up to Al(Ar)34 at which point the splitting matches that in the matrix, namely 5 nm. 
Moreover, the dip between the bands remains at the same position for all clusters greater than 
Al(Ar)18. Hence, the increased splitting is due to equal red- and blue-shifts of the two respective 
bands about the dip wavelength. This data suggests that the maximum blue-shift has been 
essentially achieved by Al(Ar)12, and that those interactions that give rise to the electronic band 
splitting are present by Al(Ar)34. However, the blue shifts are only about +400 cm" and +1100 
cm"1 or -25% and -44% of the matrix shift, suggesting that even for the large clusters we have 
not been able to reproduce the bulk behavior. 

Whetten and co-workers obtained analogous results in their R2MPI experiment on the 
Al(Ar)„ clusters (n < 40) 3p->4s transition.7 As was the case with the 3p->3d electronic bands, 
the 3/?->4s band exhibited a strong monotonic blue-shift with increasing cluster size up to 
Al(Ar)12, after which the observed spectral shift leveled off. The maximum extent of the cluster 
3p-+4s blue-shift was +700 cm"1, only 17% of the +4200 cm"1 matrix shift.   These shifts are 
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proportionally smaller than those in the 3/?-»3J case. Such behavior caused Whetten to likewise 
conclude that these cluster systems do not yet resemble the bulk. 

The other band observed during the course of this study in the wavelength range 330-310 
nm has no assigned counterpart in any metal doped matrix study. These broad features are 
significantly red-shifted relative to the Al atom 3p^>3d transitions. Similar to the blue-shifted 
putative 3p->3d Al(Ar)„ cluster bands, these red-shifted bands also exhibited a size dependence 
on the magnitude of the spectral shift. For the smaller clusters corresponding to the first 
icosahedral shell, the observed red-shifts were all small in magnitude relative to the Al atom 
3p-^>3d transitions, and almost exactly the same as the red-shift in the A state of AlAr. 
Moreover, the spectral shifts in the first icosahedral shell did not evolve with increasing 
solvation. All cluster bands originating from the second icosahedral shell of the Al(Ar)„ clusters 
(12 < n < 54), are significantly red-shifted relative to the first shell. A strong, monotonically 
increasing red-shift from 312nmto319nmis observed in the cluster sizes Al(Ar)13 through 
Al(Ar)25. After Al(Ar)25, the cluster red-shift levels off for the rest of the clusters in the second 
icosahedral shell. Another significant red-shift to 324 nm is again observed upon complete 
solvation of the second shell. 

An interesting question arises as to the nature of the structure in the 3p-^>3d case, as well 
as the origin of the cluster electronic splitting. In particular, it is puzzling that relatively small 
clusters like Al(Ar)34 can on one hand mimic the electronic band splitting of the bulk while on 
the other failing to achieve bulk characteristics such as the magnitude of the matrix blue-shift. If 
we examine the singly solvated system, namely AlAr, we find that there are three excited 
electronic states that arise from the 3d manifold that can be accessed by either n1/2 or n3/2 spin 
orbit ground state, namely A, n, and 2+. In AlAr, the A was observed to exhibit a significant 
red-shift relative to the Al atom transitions, while both the n and £ were slightly blue-shifted 
by less than 1 nm. The blue-shift of the n and £ states has been attributed to greater 
repulsive interactions in the excited state between Ar and the Al dxz and dyz for II and dz

2 for 2 

(assuming z lies along the internuclear axis). With respect to the AlAr 2A state, the dx2.y2 and dxy 

orbitals lie perpendicular to the internuclear axis. The 2A red shift, then, can be attributed to the 
increase in Al atom polarizability upon excitation from the 3p to 3d orbitals. 

The fact that the clusters in the first icosahedral shell exhibit almost the same red-shift as 
the A state in AlAr strongly suggests that this red-shifting band evolves from this state. The 
question arises, then, whether such a band is observable in the bulk matrix, or ultimately blue- 
shifts as n -> oo. The other possibility could be that this red-shifted cluster band continues to red- 
shift in the matrix to form a 3d-As hybrid band at the position currently assigned 3/?-»4s band 
position at 340 nm. Such a hybridization would be rather novel, but would further illuminate the 
intricacies involved in metal solvation. 

While there is presently no single model that provides a complete interpretation of cluster 
structure based on the observed data, a potential candidate would place the Al atom always on or 
slightly above the outermost shell in a "cap site" (Figure 6). Evidence for such solute surface 
binding has been predicted by Alexander in a recent modified deterministic/stochastic genetic 
algorithm (DS-GA) study. Alexander found that for the isoelectronic clusters, B(Ar)„ (n < 12), 
the B atom prefers to lie on the surface of the cluster occupying a site with the fewest number of 

Due to uncertainty in the AlAr ground state D0 value, the origin of the FT blue shift is not definitive. 
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7 
Ar nearest neighbors when the B-Ar interaction was described by both the attractive n state as 
well as the significantly more repulsive 2I+ state. Due to similarities between the B-Ar and Al- 
Ar potentials, it would be reasonable to postulate that Al(Ar)„ clusters may form similar 
structures. 

The cap site model can account for many of the observed electronic band shift trends. In 
essense, the cap site model preserves much of the same bonding interactions as those of AlAr 
itself. Therefore, the furthest blue-shifted band can be envisioned as arising from strong 
repulsive interaction between the dz

2 of the Al atom and the cluster. Likewise, the dxz and dyz of 
the Al atom would be forced to orient into the Ar-Ar bonds that form the cap site, resulting in a 
lesser but still significant repulsive interaction that drives the band to the blue. Moreover, the 
observed red-shifting behavior of the putative 2A band can be justified by the cap site model. By 

occupying a cap site, the Al atom can minimize repulsive interactions between its dx2.y2 and dxy 

orbitals while at the same time stabilizing the these orbitals by favorable 7t-type interactions with 
the Ar-Ar bonds that form the edges of the cap site. 

A definitive interpretation of the current results requires accurate calculations addressing 
the cluster structure as well as the shifts and splittings of the electronic transitions as a function 
of cluster size. The Al(Ar)„ clusters should serve as important prototypes for metal-doped solids, 
and will provide a critical test of theoretical efforts to model these HEDM materials.' 
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Department of Chemistry, The Johns Hopkins University 

Baltimore MD 21218-2685 

1. Introduction 
We have previously reported laser fluorescence excitation (FE) spectra of 

weakly bound complexes of the boron atom built on the 2s23s 2S «- 2s22p 2P 
atomic transition, which occurs at 249.8 nm.1'5 In intense collaboration with 
Millard Alexander and his group,1'2'4-6 these spectra have been interpreted 
to provide detailed information about non-bonding interactions of the B 
atom, in its ground 2s22p 2P and Rydberg 2s23s 2S states with the rare gases 
andH2- 

Our experiments have now been extended to the study of electronic 
transitions of weakly bound complexes of boron atoms correlating with the 
2s2p2 2D <r- 2s22p 2P atomic transition at 208.9 nm. It is notable that the upper 
level of this transition is an excited valence state. We report here our studies 
of electronic transitions in the BNe, B-H2, and BAr complexes which 
correlate with this atomic transition. In the case of BNe, it was possible to 
observe by laser fluorescence excitation two electronic states in this energy 
range.7 Only one excited BAr state could be observed by fluorescence excita- 
tion, while no fluorescence could be observed for B-H2. In order to detect 
transitions to non-fluorescing states of the latter two species, we have imple- 
mented a fluorescence depletion (FD) scheme, which is a folded variant of 
optical-optical double resonance.  With this technique, we have been able to 
observe two electronic transitions in BAr, one of which is the previously 
observed fluorescing state, as well as transitions in the B-H2 complex.8 

Chemical reaction within the excited B(2D)-H2 complex is also energet- 
ically allowed. We have observed BH chemiluminescence from the decay of 
B(2D)-H2- This indicates that chemical reaction is occurring within the 
excited complex.  By contrast, no evidence of chemical reaction was found in 
our earlier study of the B-H2 state correlating with B(2s23s 2S) + H2. 

The following sections present detailed descriptions of our experimental 
observations, as well as our inferences on the relevant potential energy- 
curves.  The binding energies and decay behavior of BNe, BAr, and B-H2 
excited states are drastically different and are discussed in terms of our 
knowledge of the electronic states of these complexes. 

2.  The BNe Complex 
The approach of a spherical rare gas perturber to B(2s2p2 2D) will lead to 3 

molecular electronic states, of 2A, 2U, and 2Z+ symmetry . Since the Pauli 
repulsion will be minimized with the electrons on the B atom in 2pit vs.2pa 
orbitals, we expect the most attractive of these states to be 2A, hereafter 
denoted C2A. The other states are denoted D2IT, and £2S+. 
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Figure 1 presents a low-resolution HE survey spectrum of a supersonic 
beam of a photolyzed diborane/Ne/He mixture in the region of the B atomic 
transition of interest. In addition to the strong atomic lines, we observe 6 
partially resolved molecular bands assigned to BNe. We have taken high- 
resolution scans of all the molecular bands. Rotational analyses of the 4 
lowest bands show that these all involve transitions to the C2A state, and 
their vibrational assignments are given in Fig. 1. In addition, there 2 other 
bands which we assign as excitation to the D2U state. Finally, we observe the 
onset of an unstructured, continuous transition. This onset is assigned as 
the energy corresponding to excitation of BNe(X2Ili/2, v" = 0) to the 
B(2s2p2 2D) + Ne dissociation limit. 

,22T B2s2pzzD-2sz2pzPj 

J=3/2 

Cl 

J=l/2- 

C0 

J_ t&jnj U«|M 

C2 

u 
I—I—I—I—I—I—I—I—I—I—I—I—I—I—I—1 

47750 47800 47850 47900 
laser wavenumber (cm   ) 

FIG. 1. Laser fluorescence excitation spectrum of BNe. The C-X and 
D - X (v',0) bands are labeled Cv' and Dv', respectively.  The vertical 

arrow denotes the excitation energy of the B(2s2p2 2D) + Ne asymptote. 

Table 1 compares the derived dissociation energies for the observed 
bound BNe electronic states. The binding energy for the ground X2Tl state 
agrees reasonably well with the previously calculated4 ab initio value. There 
is a significant increase in the binding when the complex is promoted to the 
C2A state. Since this transition involves a 2px <- 2pa promotion, the 
increasing binding can be rationalized as resulting from decreased Pauli 

Table 1. Estimated dissociation energies (in 
cm-1) for the observed BNe electronic states. 

Electronic state Do 

x2n 
c2A 

D2U 

21.3(3)a 

111.3(4) 
7.9(3) 

a   Uncertainties reported in units of 
the last significant digit. 
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repulsion by removing electron density along the internuclear axis.  We also 
see that the binding in the D2U state is very weak. We believe that the 
accompanying E2Z+ state is purely repulsive. 

3. The B-H2 Complex 
In order to observe the non-fluorescing excited states of this complex, we 

have implemented a fluorescence depletion technique, in which two tunable 
lasers access the same level.8 This allows the observation of transitions for 
which the excited state does not fluoresce by monitoring the effect of the 
depletion laser on fluorescence induced by the probe laser. The application 
of this technique thus requires that there be one fluorescing electronic trans- 
ition. In the case of B-H2, we have utilized as the probe transition fluores- 
cence from the lower-lying B(2s23s 2S)-Ü2 state, which we have previously 
reported.5 We first validated the utility of the FD method by observing the 
BNe bands displayed in Fig. 1 by this method. We find that the relative in- 
tensities of the bands differ significantly when observed by FE and FD. We 
have carried out rate equation modeling and have shown that when the ex- 
cited state decays nonradiatively, e.g. by predissociation or chemical reaction, 
then the FD intensities closely track the relative absorption strengths. 

Figure 2 presents the FD spectrum recorded for B-H2. The spectrum 
covers a broader wavenumber range than for BNe (see Fig. 1). There are 
broad, unstructured features, arbitrarily labeled A, B, and C in Fig. 2. No 
B-"H2 FE features corresponding to these FD transitions have been observed. 
Formation of BH in several electronic states is energetically allowed for the 
B(2s2p2 2D)-H2 complex. As we describe below, we have observed BH 
chemiluminescence from the formation of radiating excited states. 

There five BH2 potential energy surfaces (three in linear geometry) 
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FIG. 2. Laser fluorescence depletion spectrum of B-H2. The observed 
features are labeled A, B, and C, in order of increasing wave number. The 
wave number of the B atomic transition and the excitation energy to the 

B(2s2p2 2D) + H2 dissociation asymptote are indicated. The pulse energies 
of the depletion and probe lasers were 200-250 and 25 fi], respectively. 
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emanating from the B(2s2p2 2D) + H2 asymptote. The FD spectrum in Fig. 2 
extends both to the red and blue of the excitation energy of the B(2D) + H2 
dissociation asymptote. This suggests that there are both attractive and 
repulsive surfaces in the Franck-Condon region (T-shaped geometry, with ~6 
bohr equilibrium B-H2 separation6). As with BNe, we expect for the most 
attractive excited surfaces (corresponding to feature A in Fig. 2) that the B 2p 
orbitals whose lobes are perpendicular, rather than parallel, to the B-H2 axis 
are occupied. Unlike the B(2s23s 2S) + H2 state,5'6 this will facilitate chemical 
reaction from a favorable overlap with the antibonding H2 lcu orbital. 

We have also observed BH chemiluminescence, in the b32T —> fl3n and 
A1!! -»X1!? band systems, from the reactive decay of the B(2s2p2 2D)-H2 
complex and from bimolecular B(2s2p2 2D)-H2 collisions, as we previously 
observed in B(2s24p 2P)-H2 collisions.9 For both the b -» a and A -» X band 
systems, the emission from B(2D)-H2 is observed mainly with excitation of 
feature A. From comparison of the spectra with simulations, we find that 
only v' = 0 and 1 vibrational levels are produced in BH(b3£~), with the 
reaction of v' = 1 increasing with increasing excitation wavenumber. 

4.  The BAr Complex 
In contrast to the BNe FE spectrum, we observe only one electronic band 

system in the FE spectrum of BAr. The BAr FD spectrum shows two transi- 
tions, one to a weakly bound excited state, observed by FE, and a second 
transition to a strongly bound state. Figure 3 presents the FD spectrum 
recorded for nBAr. We assign the two observed band systems as the C2A <r- 
X2n and D2n <— X2n transitions. The v' quantum numbers were assigned 
(to ±1) with the help of the observed 1:l'10BAr isotope shifts. It has been 
possible to record the FD spectrum of the isotopomers separately by appro- 
priate choice of the monitoring transition employed by the probe laser. 

C16 

C13 

1 1 I 1 1 i I 1 1 1 I 1 1 1 I 1 1 1 I 1 1 1 

47400 47600 47800 
1 ' ' I ' ' ' I 

48000 
-U depletion laser wavenumber (cm   ) 

FIG. 3. Laser fluorescence depletion spectrum of 1JBAr. TheC-Xand 
D - X (v',0) bands are denoted Cv' and Dv', respectively. The vertical 
arrow denotes the excitation energy of the B(2s2p2 2D) + Ar asymptote. 
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We find that the binding energy of the BAr(C2A) state is substantial 
(-3500 cm-1), in sharp contrast to the weak binding found for BNe(C2A) [see 
Table 1]. Similarly, a large binding energy (Do = 1186 ± 6 cm-1) was found for 
the BAr(B2£+) state,1 while the BNe(B2S+) is purely repulsive.4 

It is striking that both the C2A and D2Yl states of BNe decay radiatively, 
while only the latter does so in BAr. From our knowledge of the B-rare gas 
potential energy curves, we believe that the BAr(C2A) state is decaying 
nonradiatively, through predissociation mediated by a crossing with a 
repulsive quartet state correlating with B(2s2p2 4P) + Ar, which lies -28000 
cm-1 above the ground atomic asymptote. This suggestion is being pursued 
in collaborative theoretical work by David Yarkony and his group.11 

5. Additional Experiments 
We have been attempting to record the FE spectrum of other B-molecule 

complexes.  Recently, we have successfully observed the electronic transition 
of the B-N2 complex built upon the B atomic 2s23s 2S <- 2s22p 2P transition. 
The relevant BN2 potential energy surfaces have been computed by Millard 
Alexander and his group12 and are being employed to generate theoretical 
predictions of the spectrum, for comparison with our experimental 
spectrum. 

We have also observed BH in its low-lying a3II electronic state by FE 
detection in its b - a band system.10 Decay lifetimes of a number of BH(fr3X~, 
v' = 0-4.) rotational/fine-structure levels were measured.  This electronic 
state is predissociated by the repulsive 13E+ state. Our measured lifetimes 
compare very well with radiative and nonradiative rates calculated by 
Yarkony and Pederson.10 
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(a) Structure and Energetics of B(Ar)n and B(N2) Clusters 
(b) Hibridon 4 program package 

Millard H. Alexander, Andrew Walton, and Moonbong Yang 
Department of Chemistry and Biochemistry 

University of Maryland, College Park, MD 20742-2021 

1. Introduction 
We have continued our investigation of weakly-bound clusters involving 

atomic B, carrying out additional work on clusters with Ar and initiating a new 

investigation of the BN2 cluster.  Close contact continues with Dagdigian's group, 

who are reporting1 related experimental investigations of B(Ar)2 and BN2. 

In addition we report development of a new version (4.0) of our Hibridon™ 
code for the study of scattering, photodissociation, and weakly-bound complexes. 

2. B(Ar)„ clusters 

We are continuing work on our previously introduced, deterministic/ 

stochastic genetic algorithm (DS-GA) for the determination of minimum energy 

structures of weakly-bound clusters.2 In conventional GA methods3 the 

coordinates of a particular cluster, the "individual," are encoded into a binary 

string, the "genome".  Pairs of individuals are selected as parents, one chosen for 

high "fitness" (low potential energy) and the other chosen randomly.  Offspring 

clusters inherit genomes which are random crosses of those of each parent. 

We have shown2 that determination of the minimum energy cluster can be 

accelerated significantly by adding, after each mating, a coarse, conjugate 

gradient optimization.  This repositions the children closer to local minima or 

saddle points. Recently, Niesse and Mayne4 have suggested that this procedure 

can be further improved by the use of genomes which are base-10 (decimal) 

strings of the space-fixed coordinates of each atom rather than base-2 (binary) 

strings of the relative coordinates. 

We are currently testing the Niesse-Mayne4 algorithm for B(Ar)re clusters. 

Since the B atom has an open shell, the effective PES is obtained as the root of a 3 x 

3 Hamiltonian.5'6 In our initial study2 we neglected the spin-orbit splitting in the 

B atom(16 cm-1 7). This may not be insignificant compared to the BAr well depth 

of 95 cm-1. With inclusion of spin-orbit coupling, the electronic states occur in 

three sets of degenerate pairs and are roots of the 6x6 Hamiltonian. 
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V(R) = T(0, <j>) H(R) T(6, <p) T , (1) 

where H(R) is a 6 x 6 matrix and T(6, <p) is the product of the two rotations which 

define the position of the Ar atom. In an uncoupled basis (I, mh s, mg) H(R) 

contains the spin-orbit constant in both diagonal and some off-diagonal positions 

and the electrostatic BAr BAr X2!! and A21+ potential curves8 on the diagonal. 

Fig. 1 compares these potential curves with the roots of the H(R) matrix. 

6.0   6.5   7.0   7.5   8.0   8.5   9.0   9.5  10.0 6.0   6.5   7.0   7.5   8.0   8.5   9.0   9.5  10.0 
R (bohr) R (bohr) 

Fig. 1. B(2s22p)Ar potential curves. The left panel displays theX2n and A2E+ potential 
curves from Ref. 8, while the right panel displays the roots of the H(R) matrix [Eq. (1)]. 

Following Balling and Wright5 and our earlier paper,2 we then describe the 

interaction of n Ar atoms with a single B atom by a 6 x 6 Hamiltonian which is a 

pairwise sum of n V(R) matrices plus the ±n(n-l) Ar-Ar interactions.   The 

lowest root of this Hamiltonian then defines the potential energy of the B(Ar)„ 

cluster.   This we minimize using our DS-GA. 

Although the lowest curve in the right panel of Fig. 1 (with spin-orbit 

coupling) is lower than that in the left panel (without spin-orbit coupling), the 

actual binding energy of the dimers are quite similar. Table I (next page) lists the 

minimum cluster energies, with and without the inclusion of spin-orbit splitting. 

These are also compared to those we predict using just the Vn potential (lower 

curve in the left panel of Fig. 1) to describe the BAr interaction. As can be seen in 

the Table, inclusion of the spin-orbit splitting apparently allows a slightly more 

attractive interaction.  Since the BAr and Ar2 potentials are so similar,2 this may 

imply that inclusion of the spin-orbit splitting may allow B to insert more readily 

into larger Arn clusters. 
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Table I.  Minimum energies of B(Ar)„ clusters 

without Hso; just Vn a with H> n without Hso 

1 - 96.02 

2 - 289.85 

3 - 532.38 

4 - 828.33 

5 -1133.85 

6 -1497.48 

7 -1842.96 

8 -2211.61 

9 - 2612.33 

10 -3025.89 

a. Ref.2. 

- 96.03 -101.60 
- 289.87 - 301.01 
- 581.53 - 592.42 
- 879.65 - 896.98 

-1224.10 -1240.41 
-1586.00 -1613.89 
-1897.60 -1930.32 
-2303.75 -2333.53 
- 2707.53 - 2659.37 
-3113.35 -3135.71 

3. B(Ar)2 trimer 

Stimulated by new work in Dagdigian's laboratory,1 we are involved in a 

simulation of the fluorescence spectrum of the B(Ar)2, trimer subsequent to 

excitation in the vicinity of the atomic (2s23s <- 2s22p) transition. We use the 

classical expression for the total absorption cross section, namely9 

a(w) oc~ hco \dR\y/g(R)\2s[Ve(R)-Eg-ha>]  . (2) 

Here R designates, collectively, the 3 internal coordinates of the B(Ar)2 complex, 

Eg is the energy of the lowest bend-stretch state of the complex in its electronic 

ground state, and Ve(R) is the excited state PES. Since the electronic transition is 

localized on the B atom, we take the electronic transition moment to be constant 

In our simulation, we are using, initially, the diffusion Monte-Carlo (DMC) 

technique10, n to determine the energy, and, approximately, the square of the 

ground state vibrational wavefunction. We12 (and others) have previously applied, 

with success, the DMC technique to weakly bound clusters. Since the B(2s23s) 

excited state is nondegenerate, the B(2s23s)Ar2 PES is expressed as a simple pair- 

wise additive function, involving the B(2s23s)Ar diatomic potential, which we 

determined previously, in prior collaborative work with Dagdigian.8'13 

4. BN2 complexes 

In a continuation of our earlier work on the BH2 complex,12,14"16 we have 

initiated the ab initio study of the BN2 complex. This work is motivated by LIF 

investigation of this complex by Dagdigian and co-workers.1 
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Approach of the N2 molecule leads to a mixing of the two electronic states 

corresponding to the two in-plane orientations of the B 2p orbital. We then reverse 

this mixing to transform the three adiabatic states into an electronically diabatic 

representation, defined by the three possible orientations of the 2p orbital along R. 

To do so, we use14,15 either matrix elements of the electronic orbital angular 

momentum I or the coefficients in the CI expansion of the wavefunction. 

In contrast to the BH2 complex, the minimum energy geometry corres- 

ponds to a linear geometry, with De > 150 cm-1. The behavior of the two diabatic 

PES's is illustrated by the following figure. 

R (bohr) 
theta (degrees 

Fig. 2. B(2s22/>)N2 electronically diabatic potential energy surfaces (PES, cm-1) as a 
function of the B-N2 distance R and orientation 0. .The upper PES (solid lines) 
corresponds to an orientation of the 2p orbital / to R, while the lower PES (dashed lines) 
designates the average of the PES's corresponding to the two possible orientations of the 2p 
orbital ± to R. A conical intersection occurs in perpendicular geometry at R = 7.5 bohr. 

The description of the excited state of the BN2 complex is more involved. 

The B(2s23s)N2 state displays a barrier at long range with a substantial minimum 

farther in.  This state is crossed by, and mixes with, a strongly attractive state 

which corresponds to the 2A(A') component of the B(2s2/?2)N2 state. The 
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determination of the excited states PES's is complicated by the large size of the 

reference space associated with these (and other) electron occupancies. 

5.  Hibridon™ code, version 4 

Over the past decade, in collaboration with D. Manolopoulos and H.-J. 

Werner, we have developed the Hibridon™ package for the investigation of 

inelastic scattering and photodissociation. This code combines two fast and 

numerically stable propagation algorithms.  Helped by support from AFOSR, we 

have extended this package to allow the determination of collisional or photo- 

dissociation fluxes and (in Version 4.1, to be released soon) the determination of 

bend-stretch levels of weakly-bound complexes. An html-based documentation 

and help facility is also available. 

Hibridon™ 4 is now available for use by the community. More information, 

as well as instructions for downloading and automatic installation on various 

platforms (AIX, HPUX, SunOS, Irix, OSF) is available at the Hibridon web site: 

http://www-mha.umd.edu/~mha/hibridon 
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Cryogenic Solid Combustion 

K. L. Pfeil, M. E. DeRose, P. G. Caxrick and C. W. Larson 
Phillips Laboratory 

Edwards AFB, CA 93524-7680 

ABSTRACT 

We investigated combustion of solid cryogenic hydrocarbon fuels as models for rockets that would utilize the 
hybrid geometry. Ported fuel cylinders were prepared, (15.2-cm long, 2.28-cm diameter, 0.95-cm diameter ports, 
about 52-cm3) by condensation of gaseous and liquid hydrocarbons into a mandrel at 77K. Combustion with gaseous 
oxygen was carried out in a tube burner at pressures up to 800-psia and oxidizer mass flow rates up to 30-grams per 
second. The pressure achieved during the burns was selected by variation of the area of a converging sonic nozzle at 
the discharge end of the burner. In this paper we focus on an analysis of combustion of solid n-pentane. 

All the hydrocarbons burned in this work produced soot. In the case of sooty pentane burns, the c*2 

combustion efficiency indicated that a maximum of 90% of the fuel mixes and combusts to the equilibrium state 
during a 15-ms residence time of combustion gases within the burner. Oxidizer to fuel ratios (O/F) increased from 
-0.5 to ~2 during the 2.5- to 3.5-second burns. Within this range, the calculated equilibrium soot mass fraction from 
O/F -0.5 to - 1.1 drops from - 0.45 to zero. Higher pressure produced higher c*2 efficiency. 

Fuel regression rates (r') were analyzed in terms of a simplified, 1-dimensional contraction of the Marxman- 
Altman (MA) model. In the MA model r' is independent of pressure and proportional to the 0.8 power of the mass 
flux in the port, and to the 0.32 power of the mass transfer number, or blowing coefficient. In sooty burns, regression 
rates appear to be proportional to a higher power of the mass flux in the port. Energy transfer to the fuel surface by 
radiation from hot, optically thick soot may contribute to this behavior. The regression rate increased slightly with 
increasing pressure and the pressure effect was stronger at low pressure. The high regression rates of cryogenic solids 
are a consequence of their high blowing coefficients, which are about twenty times larger than conventional fuels. 

INTRODUCTION 

The use of high energy density matter (HEDM) for propulsion promises to improve rocket performance.1 

Difficult engineering problems need to be solved before the quintessential HEDM, solid hydrogen at 4 degrees Kelvin, 
seeded with up to 8% atomic additive, may become useful. One approach envisions burning cryogenic HEDM in the 
hybrid rocket configuration. To demonstrate this feasibility, and to further understanding of combustion in hybrid 
rockets, we carried out laboratory scale experiments to evaluate combustion of cryogenically solidified lightweight 
hydrocarbons, fuels that are gases or liquids at ambient temperature and pressure. 

Compared to conventional hybrid fuels, cryogenic solids are expected to have much faster burning rates 
because they require ten to twenty times less energy to vaporize into the oxidizer stream. Whereas conventional fuels 
must be pyrolyzed and vaporized, the cryogenic solids need only be melted and vaporized. If the thermal diffusivities 
of cryogenic solids are similar to conventional polymer fuels, around 0.001 cm2/sec, then the time scale for melting to 
a depth where liquefied fuel would slough off would be long compared to the burning rate, thus precluding the loss of 
the cryogenic solid's integrity and premature melting during burning. 

Previously,2 we used a low pressure tube burner (100 psia) to burn cryogenic (77K) solid ethylene and n- 
pentane fuel grains and compared burning rates with polymethylmethacrylate (Plexiglas). The cryogenic solids burned 
fuel rich with considerable sooting. Plexiglas was fully oxidized and its measured burning rate and oxidation 
efficiency agreed with previous studies. This paper extends our investigation to 800 psia. We focus on a more 
comprehensive analysis of the combustion of solid n-pentane. 

BACKGROUND 

The history of the hybrid rocket was described recently by Airman.3 Marxman and co-workers,4 in a series of 
seminal papers published in the early sixties, described a two-dimensional model in which the instantaneous radial 
regression rate of the fuel, r'(t,x,r) = dr(t,x)/dt, in the axisymmetric hybrid rocket geometry was: 

(1)        r'(t,x,r) = (0.036/pf) [G(t,x,r)f8 (u/x)" B032, for 5 < B < 100. 
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In the Marxman-Altman Equation5, the port mass flux is G(t,x,r) = [m'ftxj) + m'ox]/7t[r(t,x)] . The ratio of the free 
stream viscosity, u, to the distance from the fuel's oxidizer entrance port, x, has dimensions of mass flux, so the 
numerical constant is dimensionless. B is the blowing coefficient, B = Ah/hv, where hv is the energy required to 
pyrolyze and vaporize unit mass of fuel, and Ah is the enthalpy difference between a unit mass of fuel and unit mass of 
the hot, fully oxidized free stream gas. We estimate the blowing coefficient for solid n-pentane to be about 100. 
Sutton's textbook6 summarizes this and other approaches for modeling the regression rate. 

The "uniform bum" approximation reduces the Marxman-Altman Equation to a 1-dimensional 
approximation in which r'(t,r) is independent of x, and where the (u/x)02 term is combined with the other constants: 

(2)        r'(t,r) = an 

Mm'f(t)+m'c 

K{v(t)Y 

In equation 2, the bracketed quantity is the mass flux in the port at the mid-point (x = L/2) of the fuel cylinder, G^t). 
The multiplier, an, is a property of the fuel, a measured constant having dimensions of (mass flux)1-11 per unit density; 
n is another property of the fuel. Behaviors of fuels with n values of 1/2,3/4, and 1 are examined below. 

Substitution of the mass balance, m'f (t) = 2JIL pf r(t) r'(t,r) into equation (2) produces 

i 

(3)        r"r-a:(pfL) n V   K   J 
= 0, 

Solutions to equation (3) beginning at r0 = 0.48-cm and burning for 5-seconds were computed with n = 1/2,3/4, and 1 
for constant m'ox of 5-, 10-, 20-, 40-, and 80-g/s. Boundary conditions embodied in a,, appropriate for pentane, a„= 
[0.2-cm/s]/[7.5-g/cm2 s]n, and our fuel cylinder length, L = 15.2-cm, were used. Figure la shows 0/F(t) as a function 
of the port radius for the 15 cases considered. For the "ideal burn" case where n = 0.5, the fuel burns at constant 
m'f(t), so that the 0/F(t) ratio is constant throughout the bum. In practice, ideal burns occur in experiments that 
involve small changes in fuel cylinder port radius, such as large scale experiments with slower burning fuels. Fuels 
that burn with n = 1/2 may be burned at the optimum constant O/F with constant m'ox over the entire range of change 
of the port radius. When n = 3/4,0/F(t) increases during the burn and larger m'ox produces larger 0/F(t). If n - 1, 
0/F(t) increases with time, but the fuel burns at the same 0/F(t) regardless of m'ox. The OZF(t) of the burn depends 
only on the geometry (L and r) and properties (a» and Pf) of the fuel grain. Shorter fuel cylinders produce burns with 
proportionately higher O/F. 

The evaporation flux from the surface of the fuel is Gf(t) = pf r'(t,r). The surface temperature of the 
evaporating thin film of liquid fuel, Ts(t), may be related to the surface evaporation flux by application of the detailed 
balance principle to the liquid-vapor equilibrium7: Gf(t) = PgasCav/4 = [1/4] [rVR2Ts(t)] [SkTsW/rnn]12 The Clausius- 
Clapeyroh7 equation gives the vapor pressure as a function of temperature: pv- Pv,0 exp-[bVR.iTs(t)]. Thus, G^t) « 
[Ts(t)]

3/2exp[- constant/Ts(t)], and measurements of Gftt) may be used to infer an effective instantaneous temperature at 
the surface of the evaporating fuel. Use of the uniform burn approximation produces the upper limit to Ts(t) because 
the surface area is the minimum surface area, without consideration of departures from a smooth cylindrical surface. 
Table 1 summarizes values of computed variables at the midpoint of the bum, after one-half of the fuel has burned, at 
which point r(tmid) = 0.88-cm. 

We carried out calculations8 to determine the properties of equilibrium mixtures produced when solid pentane 
and gaseous oxygen react at constant enthalpy; results are summarized in Table 2. The total chemical energy release 
is AH°equii,o, the difference between the standard heat of formation at 0 K of unit mass of reactants and unit mass of 

equilibrium mixture. The temperature of the equilibrium mixture, Tadiab, is given by AH^I0 =  J 2^CrXT)aT, 
0       ' 

where the sum is over the i species of the mixture and Cp,i(T) is the heat capacity of the i* species. Figure lb shows 
equilibrium composition as a function of O/F. Below O/F - 1.1, the soot mass fraction, Sw, rises to a maximum 
around 0.5. 

87 



Table 1. Calculated quantities at midpoint of the bum" 

n m'ox m'f O/F tb tmirf r' Ts 

g/s g/s s s cm/s K 

80 94.4 0.85 0.42 0.14 1.44 239 
40 47.2 0.85 0.84 0.29 0.72 229 
20 23.6 0.85 1.67 0.58 0.36 221 
10 11.8 0.85 3.34 1.17 0.18 213 
5 5.9 0.85 6.68 2.34 0.09 205 

.75 80 50.5 1.58 0.80 0.35 0.76 230 

.75 40 312 1.28 1.29 0.57 0.47 224 

.75 20 19.5 1.03 2.06 0.90 0.29 219 

.75 10 123 0.81 3.25 1.41 0.18 213 

.75 5 7.9 0.63 5.10 2.17 0.12 208 

.5 80 30.8 2.60 1.33 0.67 0.46 224 

.5 40 22.6 1.77 1.82 0.91 0.34 220 

.5 20 16.8 1.19 2.44 1.22 0.25 217 

.5 10 12.7 0.79 3.22 1.61 0.19 ■214 

.5 5 9.9 0.50 4.12 2.06 0.15 211 

(a)  r0 = 0.48-cm, iw = 1.14-cm, L = 15-cm, pf = 0.85 g/cm3, 
a,, = [(02 cm/s)/(7.5 g/cm2/s)p. 

Table 2. Properties of equilibrium oxygen/pentane mixtures, P = 500 psiaa 

(O/F) 

02 
0.3 
0.4 
0.5 
0.6 
0.7 
0.8 
0.9 
1.0 
1.1 
12 
1.3 
1.4" 
1.5 
2.0 
2.5 
3.0 
3.5 

c* 
m/s 

967 
1060 
1132 
1189 
1236 
1277 
1312 
1345 
1375 
1404 
1442 
1512 
1583 
1642 
1808 
1829 
1792 
1747 

Tadiab Mmole AETequiW        Affequfl,</C **>soot 

K g/mole U/Kg 

953 
1052 
1123 
1177 
1224 
1269 
1312 
1358 
1409 
1465 
1596 
1844 
2092 
2324 
3171 
3513 
3591 
3586 

21.11 
19.38 
18.09 
17.12 
1638 
15.80 
15.35 
14.99 
14.71 
14.50 
14.52 
15.09 
15.74 
1638 
19.35 
21.56 
23.13 
24.36 

505 
577 
618 
644 
661 
675 
686 
698 
712 
729 
789 
904 
1017 
1119 
1453 
1527 
1485 
1419 

2.26 0.465 
2.15 0.490 
2.02 0.472 
1.91 0.430 
1.81 0.372 
1.73 0.304 
1.67 0.231 
1.62 0.156 
1.57 0.079 
1.55 0.002 
1.59 0 
1.66 0 
1.70 0 
1.74 0 
1.86 0 
1.91 0 
1.94 0 
1.95 0 

(a) reactants are gaseous oxygen at 298 K and solid n-pentane at 77 K, 
Air^s = - 242 kJ/mole 
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Figure 1a. Calculated O/F vs r for 5-second burns. 
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Figure 1b. Equilibrium composition at 500 psia. 

PTPFKTMENTAL - TUBE BURNER 

Previously,2 we described an axisymmetric laboratory scale experiment to measure the overall average 
burning p^pS of conventional and cryogenic solid hybrid rocket fuel. The current tube *»« £££«^ 
Sad I and produced smooth bums compared to the noisy bums and low frequency instabiliües of the previous 
toSSd&om 0.049-inch walllainless steel tube, 14.3-inches long, 1-inch outsrfe mameter. 

mass and dimensions (Vf = 51.8-cm3, L = 15.2-cm, initial port radms r. = 0.48-cm, outside *£»*-- L*4 cm> 
Sty of solid n-pentane * = 0.85 ± 0.02-g/cm3, m^ = 42.9-g) with a constant oxidier »"*£%£« ^ 
2?S) in a tube burner with a converging sonic nozzle of area, A,. Pc(t) was measured at 100 Hertz to ± 1A with a 
diaphrasm pressure transducer that had a frequency response around 300 Hertz. 

"Two nozzles, with 59-degree converging half-angles, were used: A* = 0.100±0.001 ™\\™£f*™- 
The oxidizer mass flow rate was metered with one of two sonic chokes that had throat diame e« «fWW96 ± 0.0002- 
inch and 0.0466 ± 0.0002-inch. At 1000-psia upstream pressure they metered - 44- or ~2°^s of oxygen. 

Temoeratures were measured with type K thermocouples (TC) that were clamped to the outside of the tube at 
three 1OC2OS: ^ mTSured temperatureXut 3-cm above the nozzle, TC2 measured temperature 3-cm above the 
fuel grain bottom, and TC3 measured temperature 3-cm below the fuel grain top. ^„^hirvr'* 

^o effort was made to condition the oxidizer flowfield prior to entering the fuel grain port. The tube burner . 
head soa*W*mSmized to enable a good close-up, «down the tube" views of the fuel gram through a window 
SIS?oS ZXtop of the fuel grain. Oxygen entered the combustion chamber at room temperature> tiuough 
aTScm dSmeter tube, alright angles to the combustion tube 5-cm above the top ofthe fuelgram. Tangent^ 
miection that would impart swirl to the oxidizer flow was avoided as much as possible. At m «of 10-g/s,the 
S^ n^r was^O.000 at the top of the fuel grain, based on the tube burner diameter of 2.24-cm and room 

tempera^oxygem ^ ^ ^^ ^ ^ m ^^ ^^ a str^ 

■ A™ th/it vTe^and a high oblique view to enhance perspective. Occasionally, high speed video was acquired at 
IZ-t 3^oSes per se^from the high oblique view. By reviewing this data, it was possible to obtain an 
es^LofTe^ction burned as a function of timlto within about * 20%. Close up video of the exhaust plume 

at 77K. A^SSwffine solid n-pentane fuel cylinder was produced using a mandrel to shape the centerkne, p»t 
5* Dewar SeXith liquid nitrogen at the rate of about 0.5-cm per minute. Liquid n-pentane was measured into 
£rSel^^c^mtedWneeL syringe where it froze simultaneously with the raising of the liquid nitrogen. 
About 69+2-cm3 of liquid n-pentane condensed into a 52-cm solid. „*■„,„„„„ 
About ^ W     P methane/oxygen torch (0.015-cm diameter) and a staged increase of oxygen 
finw to the fmS m^ of Ae experiment. The microtorch contributed enough energy to melt and vaporize a small 

amlumoffUdwSch^ 
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burning of the fuel After about 1-second of slow oxygen, the main oxygen valve was opened. The time required to 
reach steady m'ox was about 70-ms. 

RESULTS AND DISCUSSION 

Table 3 summarizes values of the fixed experimental variables of a 4-burn test matrix with pentane. The 
maximum chamber pressure of the burn, P^, and the chamber pressure at the end of the burn, Pc^ are also listed. 
The measured discharge coefficient with room temperature oxygen was CD = 0.90 for both nozzles. P„MB, - 13.2 psia. 

Table 3. Pentane test matrix. 

m'ox An rc^nax "c.cold 

RUN g/s cm psia psia 

100 11.8 0.206 -200 37.1 
101 22.6 0.206 -400 67.7 
102 10.5 0.100 -400 66.9 
103 19.0 0.100 -800 121 

Figure 2 shows the Pc(t) data. The pressure ratio, PcCO/Pamb««, is plotted in figure 2a. In figure 2b, a reduced 
parameter is plotted, the apparent c* of the burn, defined by 

(4)     cayt) = pc(t)[^], 

which is independent of any knowledge about the fueL C%p(t) is a hypothetical quantity that describes the 
performance of tube burner combustion as if only energy, not energy plus mass, were added to the input oxidizer. The 
c* (t) summarized by figure 2b show that pressure does not influence burning rate. Runs 100 and 102 (m „ ~ 10- 
e/sThad about same burning rate although the pressure differed by a factor of two; the same finding appbes to runs 
101 and 103 (m'ox - 20-g/s). However, within each pair of bums, c%p(t) is slightly larger for the ^gher pressure 
burns. At the end of the bums c*app(t) - 420-m/s, near the room temperature value for oxygen, 406-m/s at 2y8K. 
After all fuel is burned, significant cooling of oxygen takes place in the 15-cm cold section of tube, to about 255K. 
Before discharge, the cold gas is reheated by the hot nozzle/tube assembly to shghtly above room temperature. The 
actual experimental c* of the bum may be determined if the mass flow rate of fuel, m'Kt), is available: 

(5) c^t) =c*aH)(t) r *** l. 
Lm'Kt) +m'ox J 

.. 50 

£  40 
Q. 

Q. 

3000 r 

0 1 2 ,    3 4 
time/s 

Figure 2a. Experimental chamber pressure traces,. 

2 3 
time/s 

Figure 2b. Experimental c*app vs time. 
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The excess chamber pressure is P„(t) = Pc(t) - P„* where Pc.eo« is the chamber pressure mamtamed at the 
end of thfburn when only oxygen flows. Excess pressure is produced only when fuel flows, which suggests that Pc(t) 
itself may be codified into a metric of m'j(t). If m'f 0) * EPaCt)]" then 

tb 

(6) m'f(t)/m^ = N° tP«(t)]m,where N= j[Pex(t)] dr.. 

v^r. 1* «hour« mVrt calculated with m = 1 to 2 in increments of 02 for run 100. Experimental noise is suppressed Figure 3a shows m ft) calculated *nn m    i u> weighting for the excess pressure 

^«s ^rlfiSW *en more excess P-sure would bo produced by unit »y» later » ft. bum, and use 

°fm> '^S^fte gaseous combo*** products eo-tnbutt to P„<t). If the soot fraction is *„.*) = 

(7)        m'KtVmrtotd = N" 
Pex(t) 

l-<Üoot(t)' 
where N= J Pc<t) 

o  1   -  <I>SOOl(t) 
-dt. 

The equilibrium soot mass fraction over the range 0.5 < O/F < 1.1 (Table 2) may be represented by: 

(8) 4»so«.e5uu(0/F)= 0.825 -0.75 O/F. 

To determine m'/t) in the current pentane test matrix, we iterated equation (7) with equation (8), begmmng *rfh To de« m^ P      ^ ä from ^ ^ tQ „ (t) for « m 

±e fcond iteX of equation (7). The process converged to unchanging m'tf) after about six iteraüons the second^ratioii£teq ^       J^ dt0 m 10{). Use of equation (6) with m = 2 Produces m^t 

similar tlTesrthSion with equilibrium soot As the number of iterations increases more fuel massbecome 
SSd tcme?££g of the burrlwhere the O/F is lowest and the soot fractions are ^**^™*£ 
SfS 0.1 second running average of m'rffl. Whereas noise m me original Pc(t) signal agreatly 
SSd as thVrSer of iterations with soot increases, noise generated by equation (6) mcreases only sbghtiy as m 
tos Se mZfrom the sixth soot iteration, which is an upper limit of m'fi) based on attamment of eqmhbnum, 
is used in subsequent analysis. 

25 r 
25 r 

0 1 2 3 4 5 
time/s 

Figure 3a. Run 100 m', from Pex
m, 0.1 s running average. 

1*'Her 

2 3 4 = 
time/s 

Figure 3b. m*, from Iteration with soot, 0.1 s running average. 
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Figure 4 shows 0/F(t)'as a function of r(t). Comparison with calculated results shown in figure 1 suggests 
that n for pentane is less than 1 because O/F increases with increasing m*„. The regression rate, r'(t,r), may be 
calculated from r(t) = [F^t) VttotalM, + r0

2]1/2, where Vttotti is the initial volume of the fuel, and where ¥&) is the 

fraction of the fuel burned: Ffl) = 1/rn^ }m'fi.)dt. Figure 5 shows r'(U) as a function of 0^(1) for each burn of the 

current test matrix. To simplify the figure, only the data from the middle third of the burn are plotted. The figure 
shows that higher pressure produces slightly higher regression rate and that the effect is more pronounced at lower 
pressure. Model r'(t,r) from equation (3) are also shown for a burn at m'„ = 20-g/s for n = 1/2,3/4, and 1. The data 
indicate that n for pentane is around 0.9 to 1. 

o 
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5 -            ^vJC) 
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01 

E o 
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0.5 0.6 0.7 1.0 1.1 0.8        0.9 
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Figure 4. Experimental O/F vs r, symbols at 0.02 second intervals. 

10^ 
■'■■■■ 

8      9  1Q1 

two'0™ s 

Figure 5. Experimental r' vs Qmid from middle third of burns. 

The sonic nozzle approximation, equations (4) and (5), enables computation of c%(t). Departures from the 
approximation are quantified by an overall discharge coefficient, CD < 1. The measured overall Q> with room 
temperature oxygen were around 0.90. As described in detail by Zucrow and Hoffman, the failure of the 1- 
dimensional aspect of the approximation causes the sonic plane to bulge out beyond the nozzle geometric exit plane, 
and CD becomes pressure dependent up to PcW/P«*«», - 6. Figure 2a shows PcW/P^t > 10 during the time when 
mere than 90% of the fuel was burned; therefore we carried out this analysis with use of CD mdependent of Pc(t) and 

empera ^^ ^ ^^ ^^ &g & fmcÜQn of ^ 0/F(t) ratio> ^ compares these results to the c%u(0/F)&on^ 
equilibrium calculation. Cancellation of noise in figure 6 occurs because the single noisy signal [Pc(t)] appears in both 
numerator and denominator of c%(t) and because the variables plotted contain the same noise, exactly synchronized 
in time. The figure shows that higher pressure burns have slightly higher c%(t). 

Energy loss to the apparatus, H,^, occurred from heating the lower 13-cm of the burner tube (92 grams of 
stainless steel) and nozzle assembly (188 grams); the loss was measured by temperature rise of TCI, which generally 
rose a few hundred degrees centigrade and closely tracked the combustion process. 

(9) H. loss 

V 4 Cp-niajp .^e>l*. 
dt J 

where mapp is the mass of the apparatus that undergoes temperature rise dT(t)/dt. The heat capacity, Cp, of the 
stainless steel heat sink is about 0.51 J/g/C. Table 4 summarizes quantities of interest in the current test matrix. H^ 
for the two runs with m'ox ~ 10 g/s was about 40 kJ, and for the two runs with m'ox - 20 g/s was about 50 kJ. 

A hypothetical c* that would have been realized from an adiabatic burn with no losses, c*ad«b(t), may be 
computed. The adiabatic chemical enthalpy release of the bum of the bum is H°adiab,o = Hloss + H°exp,o, where 
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tb 

(10)      H°exP)o = J {[mV W+m'ox] AH^o 
0 

(tJ-m'oxCHSps-^oxJdt, 

Tn ^nation HO) AH0   „(t) is the apparent experimental standard enthalpy change between unit mass of reactants and 
SSÄtte^Ä Ä« 0 Ä Q?29M<* is the enthalpy content of room temperature oxygen at 

298K'   The equilibrium characteristic velocity is related to ABC** the difference betten the^standard1 enthalpy of 
formation of unit mass of reactants and unit mass of equilibrium mixture at 0 degrees Kelvin: A£W ***» «a) 

TWauilM^ . The equahbnun^ ^ycQffiJiofl mb^ approximated to be a two component mixture, >.e  unmixedI and 
reacted rSTnd fully mixed and equilibrated reactants, and if the mixed and unm.ee! mass have the same 
O/F ratio, then AB%.0(t)« k^ [c%(t)f, AH°^,o(t)« W [c WOf, k^p * W * k^ and 

(11) ctdiabO)   * C*exp(t) 1+ _Hjoss_ 

H Wo J 

... u   m tu vf    M where the accumulated energy quantities at time t were, computed from 

™>   ~ 10 B/S was about 150 kJ, and for the two runs with m'ox ~ 20 g/s was about 210 kJ. Table 4 lists average 
Bertis $£HTmZ current test matrix . ■ Variables were averaged over the middle third of the burned fuel 

mass, i.e., between FrfW and *&*  W =^~ ft®«,*»«-    ™e aven*e C^ * L" <%' "* *" 
I total  h/3 

overall average combustion efficiency, r\ = H'WAH'Vao = (c Wc%a)2 ranges from 0.67 to 0.87. 

250 I-" 

0.0 02 0.4        0.6       0.8       1.0 
O/F Ratio 

Figure 6. Comparison of c*exp to c*e(|ull. 
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Figure 7. Experimental energies and energy losses. 

Table 4 - Bum parameters of pentane 4-test matrix 

RUN 
Hoss 
KJ 

n exp 
KJ 

ave c*oq> 
m/s 

aveT) avetres 
ms 

aveV 
cm3/s 

ave x'pon 
m/s 

100 44 162 1060 0.67 6.7 8200 43 

101 51 202 1150 0.76 5.9 9300 39 

102 38 142 1020 0.78 13.7 4000 16 

103 46 220 1210 0.87 11.5 4800 20 
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The volumetric flowrate in the post combustion chamber is V'(t) = PVPcW] [Tc(t)/Mmole(t)] [m'j(t)+m'ox], 
and for the calorically ideal gas (heat capacity independent of temperature), the second term in brackets may be 
deduced from c%(t) = {y[2/(y +i)]fr+,W-»}-U2 [Rj Tc(t)/Mm0ie(t)]

1/2. Use of y = 1.3 enabled estimation of the average 
residence time in the post combustion chamber of volume Vpost = 55 cm3: ^(t) = Vp0S/V'(t). The average gas velocity 
in the bottom of the port, x'p0rt(t) based on V'(t) from above is also tabulated. 

CONCLUSIONS 

High speed video at 3000-frames per second revealed coherent luminous structures, fiamelets, within the 
turbulent flow with lifetimes of several milliseconds during the end of the bums. During intense burning coherent 
structures in the port were poorly resolved Residence times in the post combustion chamber were x^ ~ 10 ms and in 
the fuel port were smaller. Thus, it appears that mixing is more complete during intense burning than at the end of 
the burn. We estimate the Damköhler number, Wtkinefe to be at least 100, which would indicate that the efficiency 
of the tube burner is limited by incomplete mixing and not by chemical kinetics. This conclusion is consistent with the 
higher combustion efficiencies measured in higher pressure bums where residence times are longer. 

Video recordings showed that the top edge of the fuel grain was preserved throughout the burns. Also, more 
than 90% of the fuel mass burned before the grain burned to the wall, thus validating the uniform bum approximation. 
Video showed that the surface of the fuel was not smooth after partial burns and that the area of the evaporating fuel 
surface is larger than given in the uniform bum approximation, so the T6 summarized in Table 1 are higher than the 
actual Ts 

Extrapolation to higher m'0JC with figure 1 shows that more than 80 g/s oxidizer would be required to reach 
the optimum O/F ratio for pentane of around 2.4 (Table 2) with the current fuel geometry, and burner. Bum times 
would be less than 500 ms, shorter than burner fill times, 0.5- to 1-second, so interpretation of experimental data 
would be complicated. However, experiments with smaller L/D would enable burns with proportionately higher O/F. 

LIST OF SYMBOLS. DEFTMTIONS 

r'(t) instantaneous radial regression rate, cm/s 
r(t) instantaneous fuel cylinder center port radius, cm 
Pf density of the solid fuel, g/cm3. Psoiidpmone at 77 K~ 0.85+0.02 g/cm3. 
G(t ,x,r) instantaneous mass flux in Marxman-Altman equation, g/cm2/s 
H free stream viscosity of combustion gases in port in Marxman-Altman equation, g/cm/s 
x distance from oxidizer entrance port in Marxman-Altman equation, cm 
B blowing coefficient in Marxman-Altman equation 
Q skin friction coefficient 
Ah enthalpy difference between unit mass of solid fuel and unit mass of hot, free stream gas, J/g 
hv specific energy required to pyrolyze and/or vaporize fuel per unit mass, J/g 
m'f(t) instantaneous fuel mass flow rate, g/s 
m'm mass flow rate of gaseous oxygen, g/s 
t b total bum time to m'^t) = 0, s 
m£totai total mass of fuel grain, g 
Fi(t) fraction of fuel burned at time t, dimensionless 
^ empirical constant in contracted MA equation, dimensions (mass flux)1"11 per unit density 
GmidW instantaneous mass flux in fuel port at the mid-point of the fuel cylinder, g/cm2/s 
Gj(t) instantaneous mass flux of fuel from fuel surface, g/cm2/s 
Aj(t) instantaneous area of evaporating fuel surface, cm2 

Ts(t) instantaneous temperature of the evaporating liquid fuel surface, K 
Pgas density of vapor in equilibrium with liquid at T6, g/cm3 

Cav average velocity of Maxwellian gas, cm/s 
m molecular mass, g/molecule 
k Boltzman constant, 1.3 8 x 10*16 erg/K/molecule 
Pv vapor pressure, arm 
Rj universal gas constant in thermal energy units, 8.31 J/K/mole 
R2 universal gas constant in mechanical energy units, 82.05 cm3 atm/K/mole 
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Pan*!** ambient pressure, 132 psia 
0/F(t) instantaneous oxidizer to fuel mass ratio 
L length of fuel cylinder, 15.2 cm 
Vtube volume of tube burner, 152 cm3 

Taa, radius of combustion chamber (tube burner), 1.14 cm 
r0 initial radius of fuel cylinder port, 0.48 cm 
Pc(t) instantaneous combustion chamber pressure, psia 
P«(t) instantaneous excess pressure, psia 
PC0ld(t) chamber pressure at end of burn, psia 
Tc(t) instantaneous combustion chamber temperature, K 
NWO instantaneous mole fraction weighted average molecular weight of combustion gases, g/mole 
A» area of nozzle, 0.100 ± 0.001, or 0.206 ± 0.002 cm2 

c*«p(t) instantaneous experimental characteristic velocity of exhaust gasses, m/s 
c*app(t) instantaneous apparent characteristic velocity of exhaust gasses, m/s 
0*^0) instantaneous adiabatic characteristic velocity of exhaust gasses, m/s 
c*eqaii(t) instantaneous equilibrium characteristic velocity of exhaust gasses, m/s 
y heat capacity ratio, Cp/Cv 
CD nozzle discharge coefficient, dimensionless 
Ha* total energy loss to apparatus, U 
H°«p o total experimental chemical energy release within tube burner referenced to 0 K, xJ 
H°adiib o total adiabatic chemical energy release within tube burner referenced to 0 K, kJ 
AH°eq^.oStandard enthalpy difference at 0 K between unit mass of reactants and unit mass of equilibrium mixture 
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GENERATION OF ENERGETIC SPECIES IN SOLID OXYGEN 
WITH TUNABLE ULTRAVIOLET LIGHT 

Richard A. Copeland, Christian G. Bressler, and Mark J. Dyer 
Molecular Physics Laboratory, SRI International, Menlo Park, California 94025 

INTRODUCTION 

"Energized" cryogenic solids are being considered as the next generation rocket fuels that 
may enhance rocket performance. Storing reactive atoms and molecules in a solid fuel, composed 
of either hydrogen or oxygen, is one method of increasing the available energy in the propellant. 
At SRI International, we are investigating this process of "energizing" solid oxygen with tunable 
ultraviolet laser light. We generate Ox species that have more available chemical energy than 02 

itself, and trap them in the cryogenic solid. The production photophysics, relative concentration, 
stability, and identity of these species are examined in order to evaluate their potential as high 
energy materials and performance enhancers. 

EXPERIMENTAL APPROACH 

SRI has set up a new cryogenic facility for the growth and spectroscopic investigation of 
macroscopic (5x5x5 mm3) oxygen crystals. Details of this setup are described in last year's 
extended abstract [1]. We have grown >tically clear bulk 02 samples for investigation. In the 
course of earlier work, fluorescence and Raman measurements have been successfully 
undertaken on liquid and solid oxygen bulk samples [1]. This compact setup has been recently 
upgraded to allow growth of thin matrices of solid oxygen. The technique is widely utilized in 
matrix isolation spectroscopy [2] and proves to be an experimentally convenient method to study 
photochemical reactions in solids. This abstract will focus on our recent matrix work. 

At the SRI cryogenic facility we use a gold-coated Cu-block (10 mm diameter), thermally 
connected with indium to the cooling finger on the second stage of the closed-cycle He 
refrigerator, as the substrate. A Cr/Au thermocouple mounted on the second stage measures the 
temperature of the sample and a heater/controller stabilizes the temperature anywhere between 10 
and 300 K. The base pressure of the chamber is in the 10" mbar range. Oxygen is sprayed onto 
the substrate using a sensitive needle \ _lve to control the flow. Isotopic mixtures and layered 
"sandwiches" of 02 and 02 are also investigated. Deposition rates can be estimated through 
the amount of gas admitted into the chamber. Typically, we use a flow rate of 3.5 mmol/h for 20 
min. From our past experience, we estimate the thickness of the oxygen matrices to be ~ 10 urn. 
Apparatus improvements are underway to measure the thickness directly [3]. After deposition 
and prior to irradiation the matrix is annealed to 30 K in order to reduce the number of defect 
sites. The defect site density is considerably larger than for the case of macroscopic crystal- 
growth due to the extreme non-equilibrium conditions existing from room-temperature 
molecules landing on the cold substrate. 

The UV light source (210 - 250 run) for most studies is an excimer-pumped, frequency- 
doubled dye laser. Pulse energies of 100 uJ are typical with the beam expanded to about 1 cm2 

in order to illuminate the whole sample surface. The photoproducts are analyzed with a Fourier- 
transform infrared (FTIR) spectrometer in the 600 - 4000 cm" range operating in the reflection 
mode (double pass absorption) uith an ultimate resolution of 0.5 cm". 
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PHOTOGENERATION OF OZONE IN OXYGEN MATRICES 

Recent 02 matrix studies by Schriver-Mazzuoli et al. [4] have shown significant 03 

production utilizing a medium pressure mercury arc lamp (X > 245 nm) for photolysis, indicating 
ozone formation at energies insufficient to dissociate an isolated 02 with one photon (Xdiss = 
242.5 nm) [4]. They observe doublets for each fundamental vibrational mode, with the higher 
energy peak ascribed to 03 monomers and the lower energy feature to a complex O—03 [4]. In 
the present work, a set of 02 matrices are prepared under very similar conditions. Each matrix is 
irradiated with discrete fluence doses of one single wavelength, while we monitor the 03 IR 
absorption bands until they no longer increase with further irradiation. Figure 1 contains a close- 
up of the observed absorptions following irradiation at 232 nm. Good agreement is found with 
the limited number of features of Ref. [4], shown as vertical tick marks below the spectrum. We 
observe additional features, especially clear in the v3 region, not seen in Ref. [4]. The weakest 
ozone fundamental band belongs to the symmetric stretch mode Vj with a frequency around 1100 
cm"1. Our experiments show an absorption distinguishable from the background at 1100.0 cm" in 
accordance with Ref. [4], but their reported second band at 1104.2 cm" cannot be 
unambiguously recognized in our spectrum. In the region around 700 cm" lies the absorption of 
the bending mode v2 of ozone, and our spectrum reveals both bands previously reported [4]. We 
measure an intensity-distribution of v^v^ = 0.07:1:14 for the higher, frequency bands (called 
"free" molecule in Ref. [4] with their value of 0.07:1:13) and v,:v2:v3 = 0.12:1:10 for the lower 
frequency bands (called "0-03" in Ref. [4] with 0.11:1:5). Looking over the higher frequency 
region up to 4000 cm"1 we observe an additional new absorption around 2100 cm", consisting 
again of two dominant absorptions at 2107.8 cm"1 and at 2096.5 cm"1, respectively, and 
additional features near 2100 cm"1. The absorption is about an order of magnitude weaker than 
v3, and can be assigned to the combination band, vt + v3. This band has been previously reported 
only in the gas phase [5] and in ozone-doped Ar and N2 matrices [6]. 
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Figure 1: Infrared absorptions in an 1602 matrix after long time exposure to monochromatic UV 
laser light at 232 nm. The vertical ticks below the spectrum denotes the previously reported 
absorption bands from Ref. [4] for longer wavelength mercury lamp irradiation (A. > 245 nm). 
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• 16, 16/- Fig. 2 compiles the absorption spectra in the v3 region of °03 of 6 different 1D02 matrices 
after irradiation with the indicated UV wavelength. With 248 nm light we could not distinguish 
any significant 03 absorption from the background. At 244 nm, we observe the same two 
absorption bands in the 1040 cm" region as reported by Ref. [4], which they have assigned to be 
the matrix-isolated v3 vibration of ozone (1037.8 cm"1) and to a proposed O—03 complex 
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Figure 2: Infrared absorptions in the v3 

region of ' 03 photogenerated each in an 
annealed 02 matrix with the indicated UV 
wavelengths. 

Figure 3: A photogenerated 03/02 (with 
240 nm laser light) before (a) and after (b) 
irradiating with 232 nm light, finally (c) 
after subsequent treatment with 240 nm. 

(1030.9 cm"1). When we use higher photon energies we observe new absorption features with 
increasing intensity relative to the aforementioned ones and the absolute absorption intensity 
increases with decreasing wavelength. We attribute this signal increase, in part, to the increasing 
02 absorption cross section of the Herzberg-continuum as the wavelength decreases from 250 to 
210 nm. Equally important, the 03 absorption cross section of the Hartley-continuum decreases 
when lowering the wavelength in this range causing fewer 03 molecules to get photodissociated, 
thus shifting the equilibrium matrix value towards higher 03 concentrations. 

Figure 3 shows the result of processing a matrix with light at two UV wavelengths. A 
photoirradiated matrix containing both absorption features at 1037.8 cm" and 1030.9 cm" 
(Fig. 3a) due to previous processing with 240 nm light is irradiated with 232 nm light. A 
previous annealing cycle to 30 K during 240 nm irradiation is responsible for the different 
intensity-ratios of the two dominant bands in Fig. 3a compared to Fig. 2. An absolute increase of 
both features is observed as well as the appearance of the new IR absorptions between them. 
(Fig. 3b). When this sample is again irradiated with 240 nm light the 232 nm-created bands dis- 
appear and the initial two absorption bands remain with higher intensity (Fig. 3 c). This demon- 
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strates that solid oxygen contains different species of Ox which are not equally stable against the 
longer wavelength UV light, an extremely interesting observation. The production of additional, 
photophysically different, Ox sites at shorter wavelengths implies that we should reexamine the 
results of Ref. [4], especially the 0-03 assignment, in light of the new observations. 

FORMATION KINETICS OF Ox SPECIES 

The observation of two groups of ozone-like species photogenerated in oxygen matrices 
was investigated in more detail. We measured growth curves of the bands in the v3 region by 
measuring the absorption spectrum after selected irradiation doses for two wavelengths: 210 nm 
and 232 nm. Fig. 4 presents six selected spectra for the 232 nm irradiated sample. Spectra 4a and 
4b show no production of the aforementioned two prominent bands at 1037.8 and 1030.9 cm' 
while the other bands at 1036.5, 1034.1, 1032.5 and 1030.0 cm"1 are already present. With 
continued irradiation the 1037.8 and 1030.9 cm"1 bands appear, and for larger irradiation doses 
(Fig. 4d, 4e and 4f) they are the strongest absorption bands, as has been shown in Fig. 2 for this 
wavelength. Clearly, different production processes are occurring for the two groups of features. 
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Figure 4: Absorption spectra in the v3 spectral 
region of 03 as a function of the incident 
irradiation dose (increasing from a to f). 
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Figure 5: Effect of annealing on the v3 featur- 
es of 1603 for two differently photogenerated 
ozonic oxygen samples The a) spectra have been 
irradiated at 12 K, the b) spectra are the result of 
a) heated to 30 K and cooled back down to 12 K. 

A quantitative analysis shows that we observe, in contrast to the linear increase with exposure in 
Ref. [4], an S-shaped growth curve for both the 1037.8 cm"1 and the 1030.9 cm"1 bands, while the 
other bands exhibit a linear dose-dependence for small irradiation doses. A study of growth 
curves at other wavelengths is underway, but our results already indicate two and probably even 
more distinctly different Ox sites.        .,; 
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EFFECTS OF TEMPERATURE OF Ox SPECIES 

When the sample containing the different ozone-species at 12 K is warmed up to 30 K, 
the oxygen matrix undergoes a phase transition from ct-02 to ß-02 [7] and the isolated ozone- 
species rearrange to accommodate this new symmetry. This phase transition changes the Ox 

spectra significantly (Fig. 5). For a sample containing only both bands at 1037.8 cm"1 and 1030.9 
cm"1 (lower Fig. 5a), anealing to 30 K completely diminishes the latter band while the 1037.8 
cm"1 line and two new features (attributed to 03 dimers and polymers in Ref. [4]) are red shifted 
by ca. 1 cm" relative to their positions after recooling to 12 K (lower curve b) in Fig. 5.). This 
change is also observed for a 232 nm irradiated sample. However, due to the greater number of 
absorption bands in the v3 region, more features appear on the blue side for this annealed sample 
(upper Fig. 5b). Irradiation of the annealed spectra (curves b) in Fig. 5) with UV light removes 
the peaks generated by raising the temperature and recreates the a) spectra in Fig. 5. The origin of 
these bands is still ambiguous and isotopic studies are underway to aid in the identification of the 
Ox species. 

CONCLUSIONS 

We have generated with tunable UV light and analyzed via FTIR spectroscopy matrix- 
isolated ozone in oxygen matrices. We observe for the first time the 03 combination band Vj + v3 

in solid oxygen and the tunability of our photolytic source allowed us to extend the present 
knowledge to more new features in the v3 region. Once generated, these energized species remain 
stabilized in the solid environment; even a one week old energized sample showed no intensity- 
change within the experimental accuracy. The UV production and photostability of the formed 
ozonic species changes drastically within the wavelength region from 210 - 250 nm and further 
work is necessary to determine the most favorable wavelength with respect to the maximum 
achievable density. For our understanding of the production mechanisms it is necessary to 
develop a detailed picture including the photogeneration process on a molecular scale. New 
experiments using isotopic oxygen and multiple wavelengths are underway which will allow a 
more detailed interpretation. Other spectral regions and multiphoton effects using tunable 
picosecond lasers are envisioned. 
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The Overtone Qv(0) Transitions 
in Solid Para Hydrogen 

Takeshi Oka 

Department of Chemistry and 
Department of Astronomy and Astrophysics 

The University of Chicago 

1. Sharpness of the Q3(0) Transitions 

The pure vibrational transitions Qv(0) (v<-0, J=0<-0) are Raman-type transitions which 

require an extra electric field of induction in addition to the laser radiation for spectroscopy.1 

We here discuss the case where the extra field is due to the electric quadrupole moments of J=l 

ortho H2 which remains randomly distributed in the nearly para H2 crystal as the result of 

incomplete ortho to para conversion of H2 by the catalyst. Since the impurity breaks down the 

translational symmetry of the crystal, the vibron momentum selection rule Ak=0 is violated. 

Thus, for v=l, the broad vibron band with hwhm of ~0.4 cm"1 resulting from the hopping of 

vibrons in the crystal is fully manifested as a broad spectral line. 

As the vibrational quantum number increases, however, the width of the vibron band 

decreases rapidly. The order of magnitude of the intermolecular interaction term which causes 

the v vibron hopping 

...     ,       1    d2vVdisp ,     ,r ... 

decreases by a factor of -100 as v increases by 1. Therefore, while the width is 0.4 cm-1 for 

v=l, it is ~1 MHz for v=3 and the vibron may well be regarded as localized, leading to the 

sharp spectrum shown in Fig. 1. The sharpness of the spectral lines enables us to see all details 

of the fine structure produced from intermolecular and crystal field interaction. Some magnified 

fine structures are shown in Fig. 2.2 A Ti:sapphire laser was used as the tunable infrared source, 

and tone burst modulation was used to increase the sensitivity of detection. The intensity of the 

0^(0) transition is about four orders of magnitude weaker than that of the Qi(0) transition. 
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Fig. 1. The entire QsCO) spectrum recorded with toneburst modulation for the laser polarization 
parallel to the C-axis. The wave number scale is 11758.0000 cm"1 plus the indicated number. 
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Fig. 2. The expanded recording of the lowest (left) and highest (right) spectral structures in Fig. 1. 
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2. Transition Mechanism and Analysis 

The Q)(0) overtone transition is induced by the same mechanism which causes the Qi(O) 

transition worked out by Sears and VanKranendonk3 except that the third off diagonal 

vibrational matrix element of the isotopic polarizability <31 a 10> is involved rather than the 

first off diagonal element <11 a 10>. The magnitude of <31 a 10> is 1.5 x 10"3 Ä which is three 

orders of magnitude less than that of the isotopic polarizability, a = 0.802 Ä.3 The J=l H2 

molecule whose quadrupolar electric field induces the transition is also involved in the 

transition and the resultant simultaneous transitions of the two molecules causes the intricate 

structure shown in Figs. 1 and 2. In the ground state the J=l molecule is surrounded by J=0 H2 

molecules, and the system retains the D3h crystal symmetry. Under such symmetry, the M= + 1 

levels are degenerate and the splitting between the M=0 and M= ± 1 levels is very small due to 

the cancellation of the field effect among nearest and next nearest neighbors. When one of the 

surrounding molecules is excited to the v=3 state, however, the D3h symmetry is broken; the 

splitting between the M=0 and M= ± 1 level is greatly amplified from less than 0.01 cm"1 to 

approximately 0.5 cm-1, and this is the cause of the large splitting between the fine structures in 

Fig. 1. The degeneracy of the M= ± 1 levels is lifted, and this and the small difference between 

in-plane and out-of-plane nearest neighbors, together with the small crystal field splitting in the 

ground state, causes the observed intricate structure. 

The observed spectrum was analyzed using a simple Hamiltonian4 

V(ö)) = e2cC20(ß) + ABC20(ö>) (2) 

where the first term represents the interaction between the J=l H2 and the crystal field and the 

second term represents the pair interaction between the J=l H2 and the vibrationally excited J=0 

H2. Cl and co are angle variables of the J=l H2 with respect to the crystal C-axis and the pair 

axis, respectively. Such analysis, together with theoretical relative intensities and the observed 

polarization dependencies has led us to the complete assignment of the observed structures. 

The energy levels of the in-plane and out-of-plane nearest neighbors and the next nearest 

neighbors are shown in Fig. 3. 
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3. Variation of Intermolecular Interaction and Local Lattice Distortion upon Vibrational 

Excitation5 

When a hydrogen molecule in a para H2 crystal is excited to a high vibrational overtone 

state v=3 or 4, its electronic properties, such as the polarizability and the electric quadrupole 

moment, vary significantly since the energies of vibration (1.46 eV for v=3 and 1.89 eV for v=4) 

are a sizable fraction of the energies of excited electronic states. Thus the vibrational excitations 

lead to a significant variation of the intermolecular potential and resultant local distortion of 

the crystal lattice. Such effect is sensed by the variation of the splitting of M sublevels of the J=l 

H2 impurity which causes the transition. The accurate splitting parameters determined from the 

spectral structure of Fig. 1 provide the quantitative information. They are summarized in Table 

1, together with theoretical values. 

Theoretical values were calculated by using the ab initio anisotropic intermolecular 

potential reported by Mulder, van der Avoird and Wormer6 which was slightly modified by 

VanKranendonk.7 When the J=0 H2 is excited to the v=3 state, the isotopic polarizability a 

increases 27% from 5.414 a.u. to 6.878 a.u.,8 and the ionization potential decreases by 9.4%, 

from 15.4 eV4 to 13.97 eV, resulting in the overall increase in the dispersion energy by 22%. The 

electric quadrupole moment increases 31.4% from 0.4841 a.u. to 0.6362 a.u.9 The 22% increase 

of the isotropic dispersion increases the attraction between the v=3 J=0 H2 and the surrounding 

molecules and tends to contract the local lattice. There is a reverse effect due to the increased 

molecular size and mean amplitude of vibration upon the vibrational excitation which, with the 

repulsive part of the potential, tends to repel the surrounding H2 away from the vibrationally 

excited H2. The experimentally determined values of the crystal field parameter e^ and the 

theoretically calculated variation of Ae^ allow us to discriminate the contraction and expansion 

of the local lattice and give contraction to be 0.368%. The results are given in Table 1. 

The radial contraction of the local lattice is shown schematically in Fig. 4 where the 

magnitude of the contraction is exaggerated by two orders of magnitude. 
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Table 1. Calculated pair and crystal field interaction parameters (in cm-1) 

Undistorted Lattice 

£2c AB™ ABnnn 

Dispersion -0.0112 -1.008 -0.089 

Induction -0.0002 -0.027 -0.001 

EQQ -0.0001 -0.009 -0.000 

Total -0.0115 -1.044 -0.090 

Experimental -0.0118 - 0.800    -0.770 
(ip)        (op) 

-0.078 

Slightly Distorted Lattice in Excited State r/R = 0.00368 assumed 

e^^ip £2cmOp 

Dispersion 0.0384 -0.0405 

Induction 0.0008 -0.0008 

EQQ 0.0003 -0.0005 

Total 0.0395 -0.0418 

Experimental 0.0368 -0.0444 

106 



o      o      o 
x x 
^      / i 

o     a vjt     o 
X-*-       ®      •—x 

6 O     / Ö \    o 
x x 

O 

O 
x* vx 

c/ \ 

O o 

Fig. 4. Schematic diagram showing the assumed local lattice contraction upon the vibrational 
excitation. Molecules in the same hexagonal plane as the J=l H2 (indicated by a black circle with 1) are 
shown with white circles, while molecules above and below the plane are shown by X. When a J=0 H2 is 
vibrationally excited (shown with a circled X and a double circle with V)12 nearest neighbor molecules 
are attracted radially by the same amount. The top figure shows op configuration while the bottom 
figure shows ip configuration. The pair fixed axes are chosen such that z axis is along the pair axis and 
y axis is along the C2 axis. The magnitude of contraction is exaggerated by two orders of magnitude. 
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4. Possibility ofHEDM through Vibrational Excitation 

Vibrational excitation has hardly been considered as an effective means to energize 

condensed phase matter although the vibrational excitation of N2 has been very effectively used 

in the gaseous plasma media of C02 and CO lasers. This is because (a) the absolute value of 

vibrational energy is very low and (b) the vibrational excitation relaxes very rapidly in solids in 

the sea of phonons. These do not apply to solid hydrogen. As is seen clearly from the energy 

diagram shown below, the v=3 and v=4 states which are above the ground state by 1.46 eV and 

1.89 eV, respectively, which are sizable fractions (33% and 42%) of the dissociation energy D0 = 

4.478 eV. 

30000 

20000 

10000 

O- V=0 

4    r (Ä) 

Since the initial report by Jones et al. in 195810 it has often been argued that atomic 

hydrogen is the most efficient chemical fuel because the reaction 

H + H ->H2 + 4.5 eV   (220 kjg"1) 

has by far the highest exothermicity per unit mass. It is 15 times higher than the usual fuel 

reaction 

H2 + %02 -» H20 + 2.5 eV   (13 kj g"1) 

**H2 + *F2 -» HF + 2.8 eV   (14 kj g'1) 

Indeed, one practical aim of producing spin polarized atomic hydrogen has been to realize such 

a fuel. The vibrational energy releases 
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H2(v=4)   ->   H2(v=0) + 1.9 eV   POkJg"1) 

H2(v=3)   ->   H2(v=0) + 1.5 eV   (70 kj g"1) 

are five times higher than the latter two reactions in terms of energy per mass and, in this 

regard, much higher than those of metal impurities in cryogenic solids. 

Furthermore, the volume of the solid stays the same upon vibrational excitations. The 

vibrational excitation, if anything, tends to decrease the volume, as discussed in Section 3. In 

short, vibrational excitation is a very effective and clean way to increase the energy of hydrogen 

crystals without increase of mass and volume. The question then is, how efficient can we excite 

molecules in the solid and how long does the excitation stay in the solid? Following estimates 

are based on our experiments. 

5. Efficiency of Vibrational Excitation 

The actual operation of the vibrational excitation is envisaged to proceed as follows. A 

bulk of solid para-H^ which contains an adjustable fraction of ortho-Hj, is produced in a 

container (diameter ~ 1 m), and it is irradiated through optical windows with high power lasers 

with wavelengths of 0.85 ^im (v=3) or 0.66 (im (v=4). I first show below that by properly 

adjusting ortho-H2 concentration we can make the condition that the laser power is practically 

used up in the vibrational excitation v=4<-0 and the excitation is contained in the solid for up 

to ~1 min for certain concentration, x, of the excited H2.1 do not know this concentration x, but 

I plan to determine it experimentally. 

The electric quadrupole moment of a J=l ortho-H2 produces an electric field of 

E ~ V3 Q/R4 ~ 1.5 MV/cm, 

at the nearest neighbor sites. (I shall ignore the angular dependence and use angle averages 

throughout) The electric field generates transition moments of 

<v|ji.|0>~<v|a| 0>E, 

which is ~55uD (55x10"* Debye) for v=3 and ~6|iD for J=4. These are extremely small transition 

dipole moments, and the weakness of the transition is essential in the following discussion. The 

cross section of absorption is calculated by 
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<J = ——  l< V I JL I 0> | 2 

hcAv 

where Av is the halfwidth at half maximum of the spectral line, which is assumed to be 0.05 

cm"1. The values of a are 2.8 x 10"22 cm2 for v=3 and 3.7 x 1024 cm2 for v=4. The mean free path 

of resonant radiation in the crystal is calculated by 

no    \2r\a 

where n=12nj is the number density of J=0 H2 located at nearest neighbor sites of J=l H2 whose 

number density is n^ In order for the mean free path to be -50 cm, the required ortho-H2 

fraction is 0.02% for v=3 and 1.7% for v=4. The former is impractical but the latter is quite 

feasible and also in accord with the assumed linewidth value of 0.05 cm"1. Hereafter I will limit 

our discussion to v=4. We see that practically all radiation power is absorbed by the crystal 

and that the excitation reaches deep into the core of the solid. 

6.       Loss of Vibrational Excitation 

Three loss mechanisms of the v=4 vibrational excitation (vibron) are considered: (a) 

diffusion of vibrons to the wall of the container by hopping, (b) spontaneous emission of 

photons leading to cascading transitions v=4->3-»2->l->0, and (c) relaxation of the vibron to 

phonons of the crystal. The first process is calculated to be very slow and negligible. This is 

because the v=4 vibron cannot break into smaller vibrons due to energy mismatch caused by the 

vibrational anharmonicity. The order of magnitude for v=4 vibron hopping is estimated to be 

-0.1 MHz. With this slow rate it takes 10 years (!) for the vibron to travel from the core to wall 

of the container by random walk. 

The second mechanism of spontaneous emission is more serious. The Einstein formula 

.     4co3u2 

A = *=- 
3 tic3 

gives the rate of 0.76 sec"1, i.e., the spontaneous lifetime for the v=4-»3 transition to be 1.3 sec 

for a vibron which is located at one of the nearest neighbor sites of J=l H2. The rate gets lower 

as v is reduced due to the v+1 dependence of \i2 (which is partly compensated by increase in Gö) 
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and is 0.36 sec"1 for v=l-»0. Since the vibron hopping frequency of 0.1 MHz is much faster than 

these rates, the effective lifetime of spontaneous emission is longer by a factor n/12nj ~5 for 

nj/n of 1.7%. I, therefore, estimate the overall lifetime of spontaneous emission to be 15 sec. By 

reducing the J=l H2 concentration by 4, it will be 1 min. 

Finally, the rate of the third process, that is, the vibron-phonon relaxation, is not known at 

all at this stage. Two experiments11'12 reported the lifetime of vibron Tx to be on the order of 10n 

sec. If, indeed this is the case, the vibrational energy deposition will never work; crystal will 

melt long before appreciable number of H2 are excited. However, in view of the fact that the 

vibrational relaxation of N2 is extremely slow (~ 50 sec) even in liquid, I believe there is a chance 

that relaxation of H2 in solid is even slower and limited by the radiative relaxation. Since the 

energy of the v=4->3 vibron, 3459 cm"1, is -50 times higher than the Debye temperature of solid 

hydrogen, the relaxation requires extremely nonlinear many phonon process. (Note that this 

ratio is higher in H2 than in N2.) I will conduct experiments to measure this rate. 

The speculations given above gloss over many practical difficulties that may arise in 

actual operation. Is it feasible to make a solid of this size which is transparent? What about 

relaxation due to O transitions (the v=4-»3 J=0->2)? What about the radiative relaxation via 

stimulated emissions due to inverted population? Aren't there underlying broad transitions due 

to simultaneous transitions and phonon bands? These and many other questions (including 

those I must have missed) are not addressed here. I just have presented the bone of the idea in 

simplest form. Nevertheless, there is this bottom issue which cannot be avoided. Even for the 1 

min lifetime and 1% of vibrational excitation, we need fairly monochromatic visible lasers with 

total power of ~ 250 K Watt. Perhaps 25 diode lasers each with 10 kW output power? 

Currently, commercially available quasi CW stacked array diode lasers have output of 2.5 kW 

with duty factor of 4% (SDL Optics Inc.). 
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Search for Metallic Hydrogen in the Extended Infrared 

Isaac F. Silvera 
Lyman Laboratory of Physics, Harvard University, Cambridge, MA 02138 

We have developed a unique apparatus which enabled us to extend earlier 
measurements in the near IR to 10 microns. We have studied broad band 
absorption in hydrogen to 190 GPa, above the transition pressure to the A- 
phase in order to determine if the samples displayed Drude behavior, 
characteristic of a metal. Within the range of our study we find no evidence of 
metallic behavior. Earlier reports were most likely due to misinterpretation of 
vibron absorption as a Drude edge. We observe the already studied vibron in 
the 4000 cm'1 region, as well as a new mode identified as a phonon, at much 
lower frequencies. The pressure dependence of these mode frequencies 
indicates a crossing at higher pressures which may well be the pressure for the 
Wigner-Huntington transition to atomic metallic hydrogen. 

In the past several years there have been reports of metallization of hydrogen based on optical 
studies [1-7].  Much of this effort arose when it was realized that a unique new phase existed at 
pressures above 150 GPa [8], called the hydrogen-A (deuterium-A) phase, believed to be the 
molecular metallic phase of hydrogen. Although the most rigorous method of identifying a metal 
is to measure the dc electrical conductivity and establish that this remains finite in the limit that 
temperature goes to zero, such measurements are experimentally challenging and have not yet been 
carried out on hydrogen in a diamond anvil cell (DAC). Experimenters have relied on optical 
properties to identify the conducting state. In particular, experiments have concentrated on 
measuring the optical response and interpret this on the Drude free electron model. In this case for 
decreasing frequencies below the plasma frequency, reflectivity and absorption of light increase 
from low values at higher frequencies. A definitive measurement requires a study over a broad 
range of frequency below the plasma frequency. Since hydrogen is expected to be an indirect band 
overlap metal with a low carrier density the plasma frequency should be m the near infrared or 
lower Using IR data to a low frequency limit of 4000 cm"1, hydrogen was reported to be metallic 
by an electronic band overlap mechanism above 150 GPa [4-5]. We have extended the 
measurement range to 1000 cm" 1 and show that there is no evidence that hydrogen becomes 
metallic at a pressure of 150 GPa. 

We have built a new spectroscopic system which extends measurements to 1000 cm"1, and 
studied solid para-hydrogen down to liquid helium temperatures. The spectroscopic system is 
shown in Fig. 1. The radiation source is a thin 
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Figure 1.   The spectroscopic system to extend studies to 1000 cm'1, described in the text. 
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walled graphite tube in a one atmosphere nitrogen environment, which operates at -2500K 
(determined from its gray-body spectrum) when heated with a current of about 45 amperes [9]. 
This is approximately a factor of 2 hotter than the traditional glowbar sources. The radiation is 
collected by a large Schwarzschild reflective objective and focused down onto the slits of an ISA 
HR-320 spectrometer, where it is chopped for detection purposes and filtered to isolate the first 
order of the grating. A second objective collects this light and focuses it down onto the sample, and 
a third Schwarzschild collects the transmitted light and images it onto a cooled mercury cadmium 
telluride detector. A small part of the beam entering the DAC is deflected onto a second reference 
detector used to normalize out fluctuations of the source. Both detector signals were preamplified 
and fed into lock-in amplifiers. In order to optimize the Schwarzschild objectives to our system we 
designed and built them ourselves [10-11]. Since the Drude spectrum does not require high 
resolution we used a 50 line/mm grating blazed at 6 microns, to enhance our signal, and all spectra 
shown are low resolution. Although the source has a low intensity per unit frequency as compared 
to a tunable laser [12], the large bandwidth falling on the detector results in a comparable signal-to- 
noise ratio. The entire optical system, including the tail of the cryostat, was in a nitrogen 
atmosphere to eliminate absorption due to water vapor. The spectrometer was computer controlled 
using a program written in Lab View which sampled spectra at equal intervals in frequency and 
optimized the signal-to-noise ratio. All data shown are for fixed slit widths. 

Spectra for several pressures, shown in Fig. 2, were normalized to a spectrum at 137 GPa 

CO c 
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energy (cm 
Figure. 2. Absorption spectra of hydrogen to 191 GPa. No evidence of Drude absorption was found. The high 
frequency vibron and low frequency phonon appear as sharp peaks in the A phase above 150 GPa. An earlier 
spectrum shown in the top curve, from Hanfland et al, and interpreted as a Drude edge, is believed to be due to 
vibron absorption at room temperature. 
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and 9 K below the A phase pressure. This normalization procedure effecuvely removes the 
absorption due to diamond, as described in detail elsewhere [7]. All samples were held at 9K for a 
minimum of 24 hours before measuring, to insure that they were completely converted to 
equilibrium ortho-para concentration, which should be almost 100% para. We observed no Drude 
edge absorption in our measurements up to 191 GPa. Therefore, our experiment does not support 
previous conclusions based on optical measurements that hydrogen exhibits metallic behavior in the 
H-A phase [4-5]. . 

The spectra in Fig. 2 show two strong absorption peaks, one at about 4300 cm'1 and the other 
at about 1600 cm"1. The high frequency peak represents absorption due to excitation of a vibron 
mode  The low frequency peak is somewhat low in frequency to be a vibron and is most likely a 
phonon The frequency is consistent with the absorption identified by Hanfland et al [13] as a 
phonon sideband in hydrogen. Its frequency increases with pressure as might be expected in the 
quasi-harmonic approximation for intermolecular potentials which increase with decreasing lattice 
constant No evidence of the low frequency peak was found below 150 GPa, so we do not.believe 
that it is associated with hydrogen diffusing into the diamond anvils, resulting in an impurity 
mode. An interesting observation [14] is that hydrogen will become atomic metallic when a phonon 
and vibron of the proper symmetry become degenerate. 

Although in the future we can continue these studies to higher pressures, it will be difficult to 
extend the long wavelength range in search of a Drude edge due to diffraction limits set by gasket 
hole dimensions. In particular, to achieve higher pressures, smaller holes must be used. * 
conclusion, our results are consistent with the A phase of hydrogen being non metallic, i.e. the band 
gap remains open. 
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Reactions of Laser-Ablated Boron Atoms with NH3, CH3NH2 and NO to Form 

Novel Boron Insertion Products 

Lester Andrews, Gary P. Kushto, Dominick V. Lanzisera and Craig A. Thompson 

Department of Chemistry 

University of Virginia 

Charlottesville, VA 22901 

Abstract 

The major reaction products of laser-ablated B atoms with NH3 are iminoborane, H-B=N- 

H, formed by B insertion and H elimination, and BNBH, formed by a second B insertion and H 

elimination.  These novel molecules were identified by isotopic substitution and comparison to ab 

initio calculated frequencies [1]. 

Reactions of B with CH3NH2 give the same HBsNH and BNBH products and both 

methyhminoborane isomers CH3feNH and HBsNCH3.   The methyliminoborane molecules are 

isoelectronic with methylacetylene.   It appears that B inserts into the C-N and N-H bonds with 

comparable facility, but there is little evidence for insertion into C-H bonds in these experiments. 

The reaction mechanism is illustrated in Scheme 1. 
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SCHEME 1 

H2C=B=NH2 

H2C-B=N-H 

-H(C) 

H3C-B=N-H 

-H(N) 

-H(C)     \+B 

H3C-N=B- 

-H(B) 

H3C-N=B-H 

-H(N) 

 ► H-N=B-H 
+B/     -CH, 

N. 
H 

7\ 
H 

H 

/ 
/ (trace HBCBH) 

+B 

The spectra are analyzed by identifying boron isotopic doublets for new species containing a 

single B atom. Strong isotopic band pairs were observed at 2001.1-1940.2 cm'1,1975.5-1949.2 cm'1, 

and 1798.5-1743.5 cm'1. All of these are, more or less, B-N stretching vibrations, but what else is 

present in these molecules? The "B/nB isotopic frequency ratio defines the normal mode. Table 1 

shows that these frequency ratios differ, which indicates coupling with other vibrations in the 

molecule. 

Calculations were done for the predicted CHjB^NH, CHjN^BH and 0^=6=^ product 

molecules at the MP2 level using the D95* basis set in Gaussian 94. These molecules have very 

strong bands calculated at slightly higher frequencies than the observed values. Note the 0BS/MP2 

ratios (commonly called "scale factors") in Table 1. Of much more importance is comparison of the 

observed and calculated l0B/"B frequency ratios, which clearly show that observed and calculated 
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molecules are one and the same. Note that the observed anharmonic ratios are slightly lower than the 

calculated harmonic ratio as expected. 

TABLE 1. Observed and Calculated Vibrational Frequencies (cm1) for new Iminoborane Species. 

(up 22 kcal/mol) 

CH2=B=NH2 

11 B 

1798.5 - 1743.5 

1.03155 

MP2 D95" 

°B 11 B 

1881.5 - 1822.3 

1.03249 

OBS/MP2 

10B      nB 

0.956 - 0.957 

(up 15 kcal/mol) 

CH3NsBH 

°B 11 B 

1975.5 - 1949.2 

1.01349 

MP2 D95< 

°B Hi 

1985.3 - 1957.6 

1.01415 

OBS/MP2 
10B ill 

0.995 - 0.996 

CH3B=NH 

11T 
10B 

2001.1 - 1940.2 
1.03139 

(lowest energy) 

MP2 D95* 

10 B ll B 

2068.5 - 2003.6 
1.03239 

OBS/MP2 
10T lu 

0.967 - 0.968 

Note in Scheme 2 that the effect of methyl substitution on H-B=N-H is essentially the same as 

for the isoelectronic molecule H-OC-H. Imminoborane is more reactive than acetylene: HBNH 

trimerizes readily to form borazine, which is isoelectronic with benzene, whereas the analogous 

trimerization of HCCH to form benzene is a much slower reaction. 
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SCHEME 2 

CH3-C=C-CH3 

2313 cm"1   -i 

CH,-OC-H 

2137 cm l 

H-C=C-H 

1974 cm"1 J 

176 cm •l 

163 cm -l 

CH3-B=N-CH3 

-l 2059 cm" 

CH3-B=N-H 

-l 1940 cm 

H-B^N-H 

1789 cm ■l 

114 ±5 cm •l 

CH3-Nd8-H 

1949 cm -l 

156 ±5 cm -l 

I^C-C--CH2 
-1 

H2C=B=NH2 

-1 
1956 cm"1 1744 cm" 

The major B atom reaction with NO is insertion to form triplet NBO which is identified 

from B-0 stretching and NBO bending modes at 1996.8 and 493.5 cm"1, respectively, through 

isotopic substitution and MP2 frequency calculations. Triplet NBO is a high energy density matter 

candidate. A second B atom adds to give BNBO also identified by 2068.2 and 500.9 cm"1 

absorptions in the same regions. 

Two conclusions must be emphasized here. Since pulsed laser ablated metal atoms contain 

excess kinetic/electronic energy, these atoms can undergo reactions that require activation energy and 

produce new molecules for spectroscopic study. Quantum chemical calculations predict frequencies 

for new molecules, but calculated and observed isotopic frequencies are required to describe the 

normal modes. The fingerprint match of calculated and observed isotopic frequencies, and thus 

normal modes, adds another dimension of confidence to the identification of new matrix isolated 

molecules. 
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EXTENDED ABSTRACT 

Excited States for Molecules and Clusters 

Rodney J. Bartlett, Anatoli Korkin, and Marcel Nooijen 

Quantum Theory Project 

University of Florida 

Gainesville, Florida 32611-8435 

ABSTRACT 

This presentation will discuss the new equation-of-motion (EOM) coupled-cluster (CC) 

methods for excited states. Specific topics will include application of the electron attached 

(EA) variant to describe the multiple potential energy surfaces for several excited states of the 

Li + H2 system to assist modeling a Li atom embedded in an H2 matrix. Surfaces for all states 

<5 ev have been determined at a grid of points. Oscillator strengths between all relevant states 

are also obtained. In addition, we have considered the characteristic electronic spectra for Li 

atoms at certain locations in E2 clusters. 

120 



A potential high energy density material (HEDM) consists of unbonded atoms embedded 

in cryogenic solids, such as H2. A particular prototype is Li embedded in #2- The reason for 

interest, is that a light metal atom provides a much greater energy/mass ratio when burned 

with oxygen than does most molecules. For Li + O2 the energy/mass ratio is about 19% 

greater than #2 + O2 for gas phase products, and 125% more if Li^O forms in a condensed 

phase. Obviously, to pursue such a scenario for HEDM, requires documentation that Li can 

be embedded into solid H% and we need to know its concentration. These questions can be 

answered if we can use spectroscopic techniques to establish and characterize the existence of 

the atom embedded species. Two spectroscopic studies have been made of this prototype, one 

as an embedded solid [1] and the other as a (-f/2)^ cluster with Li attached [2]. The spectra 

differ considerably.   (See Fig.   1) 

It is of interest to provide a theoretical study to offer a third voice to help understand the 

spectra and structure of such embedded atom species. Such a study requires a coupling of 

electronic structure with molecular dynamics. 

The electronic structure component can, in principle, provide the potential energy surfaces 

for all relevant electronic states, which in this example means all that would correlate with a 

Li atom with the unpaired electron in a 2s, 2p,3s, 3p, 3d or 4s orbital. The range is up to 

about 4.5 eV. 

Given such potential energy surfaces, dynamics methods can be used to average over all the 

various orientations of the (i?2)jv cluster molecules relative to the embedded Li atom. Such 

a study has been done by Whaley [3], using MCSCF/CI potentials for Li + #2 obtained by 

Konowalow [4] for the lowest Li + #2 surfaces . These calculations were limited as the only 

states considered corresponded to the Li electron in the 2s or 2p orbital. Here we provide highly 

correlated results for all excited states through the 4s orbital. 

The tool we have recently developed that is ideally suited to providing multiple potential 
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Figure 1:      Experimental Spectrum 

(a)      M.E. Fajardo, JCP (1993) 

(b)      F. Stienkemeier, J. Higgins, C. Callegari and G. Scoles 
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energy surfaces for Li + (i?2)jv is our electron-attached equation-of-motion (EOM) coupled- 

cluster (EA-EOMCC) method [5]. 

The idea of the EOM-CC method is quite simple. Consider the Shrödinger equation for the 

ground and a final (excited, electron attached or ionized) state, 

Wo = Eo^o (1) 

Wf = Efißf (2) 

Without approximation, we can write 

i>f = RfiJ>0, (3) 

where Rf is some suitably chosen operator. Inserting this into the second equation, multiplying 

the first by Rf from the left and subtracting, gives 

(HfRf - RfH^jTPO = (Ef - E0)Rfi>0 (4a) 

[H,Rf]il>0 = cjfRfiP0 (4b) 

which is the EOM. 

Coupled-cluster theory comes from tp0 = exp (Tj<I>0,and since [Rf,f] = 0 we can rewrite 

Eq.   (4) as 

[HtRf]^0 = ujfRf^o (5) 

H = exp(-f)#exp(f) (6) 

The choice of Rf depends upon the process of interest. For an electronic excited state, 

£/ E = To + £ rfan + £ rg&Wj +... 
i,a isj 
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where i,j,k etc. indicates orbitals and operators occupied in <&0 while a, b, ...indicates unoccu- 

pied orbitals.   For an ionized state, 

Äjp = £r;3'+£r^'at* + - 
j j>i,a 

and for an electron attached state, 

RfA = Y,rbb+J2riapan + - 
b b>a,i 

Electronic states can be accessed in different ways. For example, we can determine f for 

the CC ground state and use RJE to create an excited state. We can also access certain excited 

states by determining f from the CC state for a cation, M+ ,and then look at some M excited 

states by using the RfA operator that adds an electron into each unoccupied virtual orbital, 

b. The latter EA approach has the advantage that there are only ~ noccN%irt coefficients to 

determine in the single and double excitation approximation shown, compared with " nlccN%irt 

for the same level approximation in the EE approach. Assuming that the cation reference is a 

closed shell, the EA solution is also an exact spin eigenfunction, unlike the EE solution for an 

open shell ground state.. The EA approach is ideally suited to studying Li + (H2)N as we have 

one electron outside a closed shell. 

The first element in the study is to assess the accuracy of the EA-EOMCC method for the 

Li atom. Table 1 shows results as a function of basis set. The especially optimized excited 

state basis (XB) provides spectacular agreement with experiment. The PBS basis we often use 

for excited states is too poor for the high lying 2s ->4s transition, so we added an extra s and 

p diffuse function. Although not as spectacular as the results in the XB basis, the PBS* are 

good. Recognizing that we are not just describing a Li atom, but one embedded in a cluster 

of H2 molecules, basis set performance for small molecules like LiH, and for other properties 

like structure, dissociation energies, vibrational frequencies, etc. are also pertinent. In particular, 
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Table 1: Excited States of Li atom 

PBS 
10s6p4d/ 
&4p2d] 

WIVIR 
[14s9p4d3l7 
7s6p4d3f] 

Exp. XB 
[12s5p2d/ 
ds3p2d] 

PBS* 
[Ils7p4d/ 
6ssg2d\ 

.■ 

2s->2p 14830 14860 14904 14906 14830 

2s->3s 27058 27145 27206 27206 27028 

2s->3p 30781 31125 30926 30938 30779 

2s->3d 32628 31913 31283 31278 32628 

2s->4s 47985 36507 35012 35123 35635 

Table 2: Comparison of basis sets for LiH 

PBS XB Exp. 

Dipole 5.S90 5.921 5.88 

R(LiH),A 1.6070        1.6074        L5953 

D(H2)-D(LiH),      42-3 
kcal/mol 

4S.4 47-2 

So-Sijcm"1 26139 25617 26516 
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the PBS* basis does better than XB for the lowest excitation energy, bond length and dipole 

moment of LiH as shown in Table 2, but is poorer for the dissociation energy. Consequently, 

we provide two sets of PES's using the XB and the PBS* basis. If the final results are sensitive 

to the very small differences, we can further refine our numerical results. If the final results are 

insensitive, then we have the confidence that further refinement is likely to be unimportant. 

We have computed the ground and excited states of Li - H2 as a. function of a, the angle 

between Li and the midpoint of the H2 bond, and a function of R, the distance between Li and 

H2. We compute the energies for the ground and 14 excited states as a function of a from 0° 

to 90° and R from 3.4 to 6.0 Ä. Besides the excitation energies, we provide dipole moments 

for all states, and the oscillator strengths between all excitations. 

The above combined with the Monte Carlo dynamics calculations to be done by Whaley, 

will enable us to do the following: 

1. Directly compute the shift and splitting of the Li atom excited states, as a probe of Li's 

interaction with solid state hydrogen; 

2. Estimate the validity of perturbation theories based on Li - H2 pair interactions. 

3. Go beyond Balling and Wright [6] perturbation theory, by virtue of having excited state 

surfaces beyond those that correlate with I*(2p); the weakest element in the earlier analysis. 

4. To begin to assess (1), (2) and (3), we have also constructed models for Li in a cube of 

eight H2 molecules, and investigated its excited states. The model allows us to observe the 

shift and splitting in the Li spectra as a function of distance and a function of one or two 

H2 molecules compared to eight. These results are summarized in Figs. 2 and 3. 

The same procedure can be applied for multiple PES's for Li, Na, K + H2, He, Ne, etc. In 

this way, we can provide the fundamental information required to help analyze the interesting 

cluster experiments of Scoles, et.   al. 
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Figure 2: Computational Models 

6A 

RliH 

Li atom in 8H2 (O^); LLJS-H linear orientation 

4A 
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2s -> 2p: 

14288 cm*1 x 2 
15446 cm'1 

A = 1158 cm"1 

Li atom in 8H2 (D4h); Li...E2 perpendicular orientation 
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Figure 3: How the number of H2 molecules in Li-nH2 cluster 
affects 2s->2p excitation energies? 
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Theoretical Studies of Nonadiabatic Processes Relevant to the 
Stability and Detection of Energetic Species 

David R. Yarkony 
Department of Chemistry 
Johns Hopkins University 

Baltimore, MD 21218 

I.        Conical intersections as pathways to energetic materials 

Motivation 

Conical intersections can provide efficient pathwiays for the production of ground state 

products from photochemically prepared reactants. Relevant in the present context are the cis-trans 

isoomerization in polyenes and photochemical Diels-Alder (cyclization) reactions. 

Recently Chaban et al. have identified an isomer of fluorine azide as a potential high 

energy density material (HEDM).1 This isomer, referred to as cyclic fluorine azide, N3F, consists 

of a 3-member nitrogen ring with a fluorine bonded to one of the nitrogens, and can be described 

as an NF(aJA) moiety bonded to ground state N2. It is energetic by approximately 15kcal/mol 

relative to fluorine azide, which has a quasi linear, chain, structure NNNF. NaFQ^A') is stable 

with respect to both spin-allowed and spin-forbidden radiationless decay1 but has yet to be 

synthesized. We are in the process of accessing whether conical intersections between the 1,2* A 

potential energy surfaces can provide a photochemical pathway for the production of cyclic N3F 

from the chain isomer. 

Computational Studies 

To date we have located points on the surface of conical intersection with the following 

approximately planar structure 

-120 

# 

N N F 
and are considering the possibility of photochemical process 

NNNFCXU') + hv -> NNNF(2*A) -> ^FClU') 
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in a buffer gas. To this end we consider whether quasi reaction paths originating near a conical 

intersection on the 1XA' potential energy surface lead to cyclic N3F and whether quasi reaction 

paths on the 2*A potential energy surface originating in the Franck-Condon region of 

NNNF^A') can lead to the region of the conical intersections. As discussed in the oral 

presentation the choice of paths near the conical intersection exploits our analysis of g-h paths 

circumscribing the point of conical intersection. 

We intend to perform a similar analysis to see whether cyclic ozone, which has yet to be 

observed, can be formed from the open structure photochemically. 

II. Quantitative Detection of BH(a3II) via BH(a3n) - BH(b3Z-) LIF 
Motivation 

Benard and coworkers have suggested BH(a3n) as a possible energy source in an energy 

transfer chemical laser.2 The metastable a3II state stores approximately 1.3 eV of energy for use 

in a collisional energy transfer chemical laser system analogous to the oxygen-iodine laser system. 

Quantitative detection of BH(a3n) is desirable in design of this laser and can be accomplished 

through BH(a3n) - BH(b32;-) laser induced fluorescence. The BH(tßlr) state however can be 

predissociated by a spin-orbit induced interaction with a repulsive 13X+ state (see figure below). 

Thus quantitative detection of BH(a3IT) requires knowledge of the vibrational level dependence of 

the BH(tßE-) predissociation rate. As part of a joint experimental/theoretical collaboration with P. 

J. Dagdigian studies were undertaken to determine both the radiative and radiationless decay rates 

of the b3X~ state.3 

Experimental/Computational Studies 

Lifetimes of rotational/fine-structure levels of electronically excited BH(fc3IT), in vibrational 

levels v' = 0 - 4, were determined from fluorescence decay waveforms with laser excitation on 

isolated rotational lines in the tf>YT - cßll Av = 0 sequence. The measured lifetimes were compared 

with values obtained from a theoretical treatment of the excited state dynamics, in which both radiative 

decay to the <z3n state, and nonradiative decay through the repulsive 13D+ state, were considered. 

The spin-orbit coupling was determined within the Breit-Pauli approximation using MCSCF/Q wave 

functions.3 The relevant potential energy curves and spin-orbit interaction are presented below. 
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The experimental and theoretical lifetimes agree very well. The comparison shows that the 

low tßlT rotational levels for v' = 0 - 2 decay purely radiatively, with a rate decreasing as v' 

increases. These rates are virtually independent of the fine-structure level. However the lifetimes 

of the higher vibrational levels exhibit significant fine-structure level dependence, with the shortest 

values obtained for the F2 levels. This behavior was shown to be attributable to predissociation 

induced by tßYT ~ l3^ spin-orbit coupling. 

III. Detection of BRg 
Motivation 

The importance of atomic boron as a potential fuel dopant has lead M. H. Alexander and P. 

J. Dagdigian to study the interaction of atomic boron with rare gases and molecular hydrogen.4,5 

Spectroscopic probes of these molecules involve the molecular states originating from boron 

2s2p2 2D and 2s22p 2P states. Recently Dagdigian has reported that one such transition, the 

C2A-» X2I1 transition, is observed in BNe but not in BAr. We have undertaken studies to 

determine whether the C2A state in BAr is predissociated by spin-orbit induced coupling to a 

repulsive 4II state 

Computational Studies 
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We are in the process of developing atomic orbital, and configuration state function, bases 
that can describe the C2A and 4II states of BAr. The description of the 4I1 state is comparatively 
straightforward. On the other hand the description of the 2A state is complicated by near 
degeneracy effects attributable to the atomic boron electron configuration 2s23d. Our preliminary 

results are encourging. Using first order CI wavefunctions and a nonrotating molecule 
approximation potential energy curves for, and spin-orbit interactions between, the 4I1 and C2A 

states, have been determined. Using these data the folowing preliminary results have been 

obtained: 

2.0 

1.5   - 

^ ; shift=-500cm 

Q. 

1.0   - 

0.5   - 

0.0 

T—|—I—T—i—|—i—r—i—T—T—I—r—I—'—r~m 

•rad-24ns unshifted 

8      10     12     14     16 

The region labelled PJD corresponds to the vibrational levels of the the C?A state believed to be 
probed in the experiments of Yang and Dagdigian. The results indicate that the predissociation rate 

is much too fast for the C2A state to be observed in fluorescence. 
We are in the process of refining these preliminary studies and intend to extent this work to 

consider BNe and BKr. The Ne and Kr studies should enable us to quantify the 'heavy atom 

effect' on 'the spin-orbit coupling in these nonchemically bonded systems. 
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POTENTIAL ENERGY SURFACES AND DYNAMICS FOR HIGH ENERGY 
SPECIES 

EXTENDED ABSTRACT FOR HEDM MEETING, JUNE 5-7,1996 
BOULDER, COLORADO 

MARK S. GORDON 
DEPARTMENT OF CHEMISTRY 

IOWA STATE UNIVERSITY 

Theoretical studies of the potential energy surfaces and dynamics of high energy 

species has progressed considerably in recent years1-6. Identification of such species is 
frequently aided by recognizing isoelectronic relationships; that is, by (for example) 
taking well known organic compounds such as bicyclobutane and replacing CH2 groups 
by isoelectronic NH or O groups. Analysis of the resulting compounds using accurate 
(i.e., correlated) wavefunctions frequently reveals interesting and potentially useful 
compounds. High energy species studied in our group recently have included N2O2 
(isoelectronic with bicyclobutane)1, inorganic prismanes (isoelectronic with benzene and 
its high energy isomer prismane)2, FN3 (isoelectronic with bicyclobutane)3, NELf and 

PH4"4, tetrasilabicyclobutanes5, and metal doped clusters of H26. The present report 
focuses on new features of the N2O2 potential energy surfaces, as well as on some new 

studies of silicon analogs of cubane. 
Heterocubanes 

Using the isoelectronic model noted above, one can imagine a variety of 
hetero-substituted cubanes, constructed by replacing a "corner" CH group by N or Si, 
yielding formally neutral species, or by NH, OH, B, C, O, F, BH, NH, yielding formally 
charged species. This has led to the suggestion of such cubane analogs as C4N4H4 
(Engelke) and Ns (Bartlett). Indeed, as shown by MP2/6-31G(d) calculations 
summarized in Table 1, these and other substitutions lead to highly energetic potential 
energy minima. One interesting species is the cubic tetramer of CO, (CO)4- This species, 
isoelectronic with Ns, is a potential energy minimum, as verified by the SCF/6-31G(d) 
positive definite hessian and is highly energetic: 358 kcal/mol higher in energy than 4 
CO. However, such a large exothermicity should raise a red flag, since the Hammond 
postulate would suggest a very small barrier for such an exothermic reaction. Indeed, the 
barrier for the unimolecular decomposition of (CO)4 is only 0.002 kcal/mol! Clearly, this 
compound is not a viable HEDM species. Comparison of this result with the analogous 
calcultions on Ns (exothermic by 467 kcal/mol) suggests that the latter species will also 
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by unstable to unimolecular decomposition. The barrier for N% decomposition will be 
reported in a later report. 

Note that, starting from cubane, one can systematically replace CH groups with N 

groups. Replacement of four CH's with four N's changes the unimolecular decomposition 

energetics from 97.4 endothermic to 83.6 exothermic. This suggests that one can design 
effective HEDM species by selective substitutions. 

An obvious substitution is Si for C, since Si is in the same group as C in the 
periodic table. Of course, such Si compounds should be thought of primarily as 
additives, in view of the mass of silicon. Unlike many potential HEDM species, a 

substituted version of octasilacubane, t-butyl-octasiliacubane (TBOSC), has already been 

synthesized7. Furthermore, the X-ray crystal structure is available, indicating "normal" 

Si-Si distances, the density is known, and the compound is stable to 250°C in vacuum. 

So, the questions we set out to answer are: (1) Is TBOSC stable to unimolecular 
decomposition? Most certainly, the answer to this question is yes, since the compound 
exists as a stable species; (2) Is TBOSC stable with respect to reactions with H2?; (3) 
How large is the heat of combustion, as measured by the reaction 

TBOSC + 58 02 + 8 Si02 + 32 C02 + 36 H20        ? 

To answer the first question requires consideration of both isomerization and 
unimolecular decomposition. A recent paper by Versteeg and Koch8 has examined the 

relative atabilities of 22 isomers of XgHg, for X = C, Si, using MP2/6-31G(d) energies. 
As one would expect, there are striking differences between the relative stabilities of the 
Si isomers and those of the analogous C isomers. For C, the most stable isomer is 
semibulvalene, while cubane is 76 kcal/mol higher in energy. In contrast, the cubane 
structure is the most stable Si isomer. So, clearly octasilacubane (OSC) is stable to 
isomerization. 

With regard to unimolecular decomposition, we have calculated the energy of 
OSC relative to several possible products. One can imagine extruding a disilyne, whose 
minimum energy structure has a double hydrogen bridge. This leaves behind a prismane 
species, and the reaction is endothermic by 104 kcal/mol. This is the least endothermic 
reaction we have found. Dissociation to two Si4H4 molecules is endothermic by 154 
kcal/mol, and decomposition to four disilynes is uphill by 257 kcal/mol. It therefore 
appears that OSC is stable to unimolecular decomposition 
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Reacting OSC with a molecule of ^ultimately leads to a partially open SisHio 
species, with an energy release of about 24 kcal/mol. Although this reaction is 
exothermic, this two step process through a high energy intermediate has a net energy 

barrier of 54.5 kcal/mol. So, at "normal" temperatures, OSC is expected to be stable to 
attack by H2. 

We now turn our attention to the potential that OSC or TBOSC may be useful 
HEDM species. The heats of combustion for several high energy species, including OSC 
and TBOSC, are listed in Table 2. Both OSC and TBOSC have very high heats of 
combustion. Because it is so light, H2 wins easily on a cal/g basis, but not when the 
densities (cal/cm3 are taken into account. Then, for an air-breathing (ramjet) system, the 
winners are RJ-4 and cubane, although the latter is difficult to synthesize. For a self- 
contained system, for which the oxygen must be carried internally, TBOSC becomes 
quite competitive, especially since there is a known synthetic route. In addition, note that 
the heat of combustion for TBOSC assumes that Si02 is formed in the gas phase. If SK>2 
is formed in a condensed phase, the heat of combustion of TBOSC becomes much more 
exothermic. 

N2Q2 

We have previously identified five isomers of N2O2 that are candidates for high 
energy species, 1 - 5 in Figure 1. Of these, isomer 1 is unstable to nonadiabatic pre- 
dissociation via a low-lying triplet state. In order to obtain a consistent picture of the 
potential energy surfaces for the remaining four isomers, it is necessary to use multi- 
configurational wavefunctions in which 14 electrons in 12 orbitals are included in the 
active space, CASSCF(14,12). The final energies are then obtained by incorporating 
dynamic correlation via multi-reference second order perturbation theory, CASPT2. 

At the CASPT2 level of theory, the barrier to decomposition of D2h isomer 1 to 2 
NO molecules is a large 39.4 kcal/mol. The exothermicity of this reaction is nearly 50 
kcal/mol. As shown in Figure 2, the lowest triplet state does cross the singlet before the 
transition state, but the crossing occurs at an energy of more than 35 kcal/mol, still a 
substantial barrier. So, isomer 1 may be a viable HEDM candidate. 

The planar C2v isomer 3 also dissociates exothermically to 2 NO, with a CASPT2 
exothermicity of 45 kcal/mol and a barrier height of 19 kcal/mol. In this case, the 
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repulsive triplet state crosses the singlet surface behind the barrier, so non-adiabatic 
coupling is not expected to play an important role. Once again, we can conclude that 

isomer 3 is a potential HEDM species. 

The potential energy surface for the bicyclo isomer 2 is more complex. This 
potential energy surface is still under investigation at the CASSCF( 14,21) level of theory, 

but CASSCF(10,10) calculations already provide interesting insights. At the 
CASPT2/CASSCF(10,10) level of theory, there is a 20 kcal/mol barrier leading from 2 to 

isomer 5. This reaction is exothermic by 26 kcal/mol. However, 
CASPT2/CASSCF(14,12) calculations show that isomer 5 dissociates to 2 NOwith a 

barrier of only 8 kcal/mol. The triplet state crosses this surface only after the barrier is 

traversed, so it appears that non-adiabatic coupling again is unimportant. Nonetheless, 

the small barrier separating 5 from 2 NO suggests that this isomer may not be a viable 

HEDM candidate, except at very low temperatures. 
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Table 1. Unimolecular dissociations of some substituted cubanes (kcal/mol) 

REACTION RHF/6-31G(d) MP2/6-3 

C8H8  ->4C2H2 76.9 97.4 

H4C4N4 -> 4 HCN -99.8 -83.6 

N8 -> 4 N2 -518.7 -466.9 

B4N4H8 -> 4 HBNH 141.4 157.4 

H4B4O4 -> 4 HBO 83.1 84.3 

C4N4H4 -> 4 CNH' -198.3 -155.3 

C4O4  ->4CO -409.4 -358.0 
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Table 2. Heats of Combustion at 298K 

AHC AIR BREATHING SELF-CONTAINED 
COMPOUND kcal/mol cal/g cal/cc cal/g cal/cc 

H2(D -57.8 -28,670 -2,030 -3,208 -1,360 

H2(s) -57.8 -28,670 -2,466 -3,208 -1,542 
RJ-4 -1,674 -10,190 -9,374 -2,363 -2,553 
C8H8 •   -1,133 -10,875 -14,030 -2,671 -3,134 
Si8H8 -986 -4,235 -1,783 
Si8Me8 -2,083 -6,038 -1,986 
TBOSC -4,953 -7,267 -7,325 -1,952 -2,150 
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Quantum Mechanical Study of the Energetics of C8H8 Hydrocarbons 
E. J. Wucherer & Jerry Boatz 

Phillips Laboratory 
Edwards AFB, CA 93524 

The current laboratory synthesis of cubane entails 6-8 steps, numerous 
purifications, solvents and generates significant wastes. A conceptually 
attractive and much shorter synthesis would be the 2+2 closure of 
tricyclo[4.2.01,6.02,5]octa-3,7-diene (Fig. 1). This route has been 
demonstrated for CF3- and CH3- substituted cubanes, but not for the parent 
C8H8. Three reasons have been cited for the failure of the formally allowed 
photochemical ring closure: 1) generation of excessive ring strain during the 
closure, making the process thermodynamically "up hill"1, 2) the large (ca 3.0A) 
separation of the two olefins in the starting material, making the concerted ring 
closure kinetically unfeasible1, and 3) through-space interaction of the % 
bonding orbitals with the sigma framework resulting in a reordering of the 
energies of the frontier orbitals making the process "disallowed"2. 

Previous experimental and calculational effort has focused on the singlet 
potential energy surface. The methyl- and perfluoromethyl- compounds were 
synthesized in degassed inert solvents without added sensitizers. A common 
rule of thumb is that if a photochemical reaction does not proceed as you 
intend, a triplet sensitized photochemical reaction may give the desired 
transformation. This is based on the characterization of singlet photochemical 
reactions as fast concerted processes while triplet sensitized reactions are 
often best described as slower, step-wise, biradical processes. We therefore 
began to look both theoretically and experimentally at the transformation of the 
diolefin to cubane via a sensitized photochemical reaction. This report will 
cover the theory portion of our effort. 

Our initial focus was on determining the appropriate basis set to use for 
the study. The geometry of the biradical olefin was optimized first using the 
PM3 method in the GAMESS program package. Subsequent geometry 
optimizations with 6-31G, 6-31G(d,p), 6-31++G(d,p), 6-311G(d,p), 6- 
311++G(d,p) and aug-CC-vdz basis sets under C1 symmetry revealed that 
beyond 6-31G(d,p) the geometry showed little variation. We opted to include 
diffuse s and p functions based on the assumption that these would give a 
better description on the molecules later in the study when solvent, electrostatic 
and pressure effects would be addressed. Consequently, 6-31++G(d,p) was 
chosen as the basis set for the study. This results in a total of 200 functions to 
describe the molecules under C1 symmetry. 

The geometries of six minima and five transition states were optimized 
using Unrestricted Hartree Fock (UHF) after the Restricted Open-Shell Hartree 
Fock (ROHF) approach failed to provide reasonable results for two of the 
transition state geometries. While UHF provided reasonable geometries, the 
S2 values at the transition states often exceeded 2.2 vs. the expected value of 
2.0 of a pure triplet (and as obtained at the minima).   This indicated that the 
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UHF wavefunctions were significantly spin contaminated and that more 
sophisticated multi-reference or coupled-cluster methods were needed to 
accurately characterize the molecules. The Hessian was calculated at each 
stationary point to verify it as a local minimum or transition state. Intrinsic 
Reaction Coordinate (IRC) calculatons were performed to trace the minimum 
energy pathway from each saddlepoint to the corresponding reactants and 
products - confirming that the transitions state did in-fact connect the intended 
minima. The energies of each of the stationary points was calculated at MP-2, 
the resultant map of the potential energy surface is shown in Fig. 2. 

The starting material, a biradical olefin, exhibits the expected geometry 
with a short 1.32 A double bond distance, a 1.51 A distance between the two 
radical centers and 3.05A non-bonded distance from the radical carbon to one 
of the olefinic carbons - the bond we would like to close. Initial studies with 
ROHF and UHF revealed 3 conformers for this species, differing by their 
relative geometries at the biradical centers. MCSCF studies (see below) 
showed that the "twisted" conformer shown in Fig. 3 was the most stable 
minimum energy structure - although it was not the lowest energy species at 
the ROHF and UHF calculations. 

The transition state connecting the starting material with the cubyl triplet 
target molecule exhibits a lengthening of the former olefinic bond to 1.41 A and 
the nascent formation of a new carbon-carbon bond with a distance of 2.15A. 
At this level (UHF), there is no significant energy difference (Fig. 4) between this 
desired path-way to a cubyl radical and the other two undesired pathways - a 
twisting ring closure toward cuneane type products and a ring-opening pathway 
to a bicyclic decomposition product. 

A potential decomposition pathway away from the cubyl radical was also 
explored. This rearrangement route lead to cuneane product. The energy 
barriers around the cubyl radical are larger than those found around the 
biradical-olefin, but they could still be small enough to allow significant rates of 
decomposition of a cubyl triplet before it collapses to the desired cubane 
singlet. Thus, one possible scenario would be that the cubyl intermediates are 
formed photochemically, but that they are unstable under real reaction 
conditions and only the more-stable cuneane product is isolated. 

A more plausible explanation of the previous experimental observations 
emerges when the starting material and the three transition states are 
examined with multi-reference methods. The transition state energy barrier for 
the ring-opening decomposition route steadily decreases relative to the other 
two bond-forming transition states as MCSCF 4e-/4orbital, MRCI 4e-/4orbital 
and MCSCF 6e-/6orbital treatments are applied and the geometries optimized 
(Figs. 5-7). These limited multi-reference treatments do not correlate the same 
sets of orbitals for each geometry so the comparison of energies is not 
rigorously correct. Computer limitations however, prohibit us from a full multi- 
reference or correlated treatment of all carbon bonding electrons (24e- 
/24orbitals). At this point the emerging differences in energy between the 
various reaction paths and the low symmetry of the species (C1) lead us to 
predict that inclusion of further reference states would not dramatically change 
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the relative energy picture nor contradict the conclusion that the ring-opening 
decomposition route is the favored reaction pathway. 

One further task remains, we hope to take a more extensive look at the 
relative energies of the olefin triplet and the cubyl triplet in order to address the 
thermodynamic postulate about the failure of this reaction route. If the cubyl 
radical is indeed more thermodynamically stabile than the olefin biradical, then 
it may still be possible to find experimental routes or conditions which produce 
cubane by avoiding the kinetically preferred reaction route which we have 
identified here. 
REFERENCES: 
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Figure 1. Photochemical Routes to Cubanes 

£7\ s\ ,R8 

^ izr 
Rs 
(a) H8 
(b) (CH3)8 

(c) (CF3)8 

(d) (C3H6)4 

hv 

vy ■Rs 

R« = 

(b) (CH3)8 
(c) (CF3)8 
(d) (C3H6)4 

a) H. Iwamura, K. Morio & H. Kihara, Chem. Lett., 457,1973 - unsuccessful 

b) R. Gleiter & S. Brand, Tett. Lett., 4969,1994 - traces, degassed pentane 

c) L. Pelosi & W. Miller, JACS, 98, 4311,1976 

d) R. Gleiter & M. Karcher, Angew. Chem. Int. Ed. Engl., 27, 840,1988 - 7%, 
degassed pentane 

144 



Figure 2. UMP2/6-31++G(d,p)//UHF/6-31++G(d,p) Relative Energies 
of Triplet C8H8's  t «   -* 
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Figure 3. Geometry of Starting Material (A) 
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Figure 4. UMP2/6-31++G(d,p)//UHF/6-31++G(d,p) Relative Energies 
of Triplet C8H8's 
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Figure 5. CASSCF(4e74o)/6-31++G(d,p) Relative Energies of Triplet C8H8's 
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Figure 6. MRCI/6-31++G(d,p)//CASSCF(4e74o)/6-31++G(d,p) Relative 

Energies of Triplet C8H8's 
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SYNTHESIS OF HIGH-ENERGY DENSITY MATERIALS BASED ON 

STRAINED-RING COMPOUNDS 

William P. Dailey 
Department of Chemistry 

University of Pennsylvania 
Philadelphia, PA 19104-6323 

We have been investigating the synthesis of new strained-ring hydrocarbons as potential 

high energy fuels and fuel additives. Cyclobutane contains almost exactly the same amount (26.5 

kcal/mol) of strain energy as cyclopropane (27.5 kcal/mol) yet four membered rings are chemically 

and thermally much more stable than cyclopropane derivatives. We have investigated two different 

areas this past year which focus on the synthesis of molecules that contain multiple four membered 
rings. 

The first area involves efforts toward the preparation of an unknown prismane, 

hexaprismane (4), a formal face-to face dimer of benzene. Prismane (1), cubane (2), and 

pentaprismane (3) have already been prepared but the synthesis of hexaprismane has not yet been 

achieved. Hexaprismane is predicted to have 175 kcal/mol of strain energy and a calculated Isp of 

313 sec. We have made good progress towards the synthesis of hexaprismane and have recently 

prepared bishomohexaprismanedione (5).1 We believe that hexaprismane can be prepared using 
similar chemistry. 

471    £3,    ^\ A7 W 0= 
\IZ 
12 3 4 5 

The starting point for our synthesis of 5 was bishomosecoheptaprismanedione 6 which is 

conveniently available in 8 steps2 and without resort to any chromatography starting with the Diels- 

Alder adduct between 5,5-dimethoxycyclopentadiene and benzoquinone. Conversion of the 

bishomosecoheptaprismane system of 6 to the bishomohexaprismane system can be accomplished 
in the following manner (Scheme I). Dione 6 was converted to diol 7 using NaBH4, and this was 

converted to dimesylate 8. Dimesylate 8 was converted to diiodide 9 as a mixture of diastereomers 

which when treated with Na/K alloy produced diene 10 in good yield via Grob fragmentation. 

Diene 10 was converted to the highly water soluble tetraol 11 in quantitative crude yield using 

catalytic Os04. Treatment of crude tetraol 11 with periodic acid leads to formation of 12, the 

doubly ring contracted product, in 60% yield. The hydroxyl groups in 12 were protected as the 

acetates to give 13, and the aldehyde groups were oxidized with KMn04 to produce diacid 14. 
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The carboxylic acid groups were converted to bromides via Hunsdiecker reaction to give 15. 

Treatment of 15 with lithium dispersion in f-BuOH/THF solution resulted not only in reductive 

debromination as we had anticipated but also reductive fragmentation to form diene 16 in 25% 

overall yield. Hydrolysis of 16 produced dienedione 17 which also underwent photochemical 

ring closure to the highly sought-after norbornadienone dimer 5. 

Scheme I. 
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The structure of 5 was determined by single crystal x-ray analysis and some of the results 

are compared with those obtained from geometry optimized ab initio calculations at the HF/6-31G* 

level (Table I). The agreement is outstanding. Efforts to prepare hexaprismane using variation of 

this chemistry are in progress. 
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Table I. 

Bond X-ray(Ä) HF/6-31G* 
Cl*- C4 1.546 1.546 
C3-C4 1.530 1.538 

C3-C7 1.535 1.536 

C4-C5 1.574 1.569 
C7-01 1.206 1.183 

01 (ym ss^—CK 

A second area of study concerns the conversion of [1.1.1] to stable high energy materials. 

The remarkably direct Szeimies synthesis3 of [l.l.l]propellane (18) has allowed the investigation 

of many reactions of this compound on a preparative scale. The Szeimies method involves addition 

of dibromocarbene to commercially available 3-chloro-2-(chloromethyl)-l-propene (19) followed 

by methyl lithium induced ring closure of l,l-dibromo-2,2-bis(chloromethyl)cyclopropane (20). 

Be      ^-Cl 

Br 

19 

Cl .Cl HCBr3 CH3Li -/L 
HO" "'      V   ^-Cl 

20 18 

While this method is brief, literature yields for the dibromocarbene addition reaction are 

modest (30% of recrystallized material), and the work-up is time-consuming due to emulsions. 

Additionally, 3-chloro-2-(chloromethyl)-l-propene is expensive. We have developed procedures4 

that allow the preparation of large quantities of 19 and 20 in good yields. 

The synthesis of 3-chloro-2-(chloromethyl)-l-propene (19) can be accomplished by the 

direct chlorination of methallyl chloride but the yields are low and purification involves a tedious 

spinning band distillation. A much more satisfactory method is described in our recent report4 

starting with pentaerythritol (21). Pentaerythritol is converted to a 2.8:1 mixture of trichloride 22 

and tetrachloride 23 using 3.08 equivalents each of pyridine and thionyl chloride. Without 

purification, the crude mixture of chlorides is oxidized with hot nitric acid. Unreacted tetrachloride 

23 may be recovered unchanged from the oxidation while the trichloride 22 is converted to the 

carboxylic acid 24.   The overall yield of crude acid 24 is 55% from 21.   Heating the crude acid 

24 to 210 ° C allows for smooth decarboxylation and elimination of HC1 and gives a virtually 

quantitative yield of pure alkene 19. 
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Optimization of the conditions for the dibromocarbene addition to alkene 19 required many 

trials. Finally a set of conditions were found that afforded high yields of 20 with easy workup.4 

These conditions involve the combination of a catalytic amount of pinacol and dibenzo-18-crown-6 

together with bromoform and 50% aqueous sodium hydroxide solution at 40 °C. In this way pure 

crystalline cyclopropane can be obtained in yields of up to 80%. 

19 

a HCBr3   NaOH B\     /""Cl 

1%DB-18-C-6 
3% pinacol 20 

40 °C, 80% yield 

Cl 

While [l.l.l]propellane shows modest stability, it is sensitive to Lewis acids, strong bases 

and moderate temperatures. We are interested in developing methods that will allow the 

conversion of the high energy [l.l.l]propellane system to more kinetically stable species that still 

have high energy. These will be useful as high energy fuel candidates. Cleaving the central 

carbon-carbon bond in [l.l.l]propellane produces bicyclo[l.l.l]pentanes which are kinetically 

very stable, yet have 68 kcal/mol of strain energy. One attractive candidate as a high energy fuel 

additive is l-t-butylbicylo[l.l.l]pentane (25) which is available by reaction of propellane with t- 

butyl lithum followed by protonolysis.5 This molecule is a liquid at room temperature and has a 

boiling point of 90 °C. It is a very stable compound that is unaffected by moderate temperatures or 

acids or bases. Geometry optimized ab initio calculations at the 6-3IG* level predict a heat of 

formation of 26 kcal/mol. This translates to an Isp of 308 sec when used as a monopropellant with 

liquid oxygen. We are in the process of optimizing conditions for the preparation of 1-t- 

butylbicyclo[l.l.l]pentane so that substantial amounts can easily be prepared. A great advantage 

of this preparation is that it does not involve any photochemistry and only requires three synthetic 

steps from commercially available material. 

X 1. t-BuLi 
 »■ 

18 

bp 90 °C 

2. H20 /\ lsp = 308sec 

80% 25 
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Recent Progress in the Theory and Synthesis of 
Novel High Energy Density Materials 

KarlO. Christe, William W. Wilson, Mark A. Petrie and Edward J. Wucherer 
Hughes STX and Propulsion Science Division, Edwards Air Force Base, CA 

93524-7680 

In collaboration with H. Michels, R. Gilardi and J. Bottaro, the N(N02)2" anion 

was characterized by theoretical calculations, x-ray diffraction and vibrational 

spectroscopy. The crystal structures of NH4
+, K1" and Cs+ dinitramides were 

determined and compared to the structures calculated at the HF/6-31G*, 

MP2/6-31+G* and NLDF/GGA/DZVPP levels of theory. The best agreement 

between experimental and theoretical values was found at the MP2 level. In the 

salts, the N02 groups are twisted with respect to each other. The anion is fluxional 

and easily deformed due to a very small N-N02 rotational barrier of less than 3 

kcal/mol. Even in solution, solvation effects are sufficient to lower its symmetry 

from the calculated C2 symmetry to C1f based on Raman polarization data. 

The NF4
+N(N02)2" salt was synthesized by low temperature metathesis, and 

its decomposition products were studied by 19F NMR spectrtoscopy and IGLO 

calculations in collaboration with S. Prakash and G. Rasul. Preliminary results 

indicate that the FN(N02)2 molecule is formed as an unstable intermediate. We 

have also studied the reaction chemistry of the dinitramide anion. Its usefulness 

for the controlled stepwise replacement of fluorine by oxygen was demonstrated 

for BrF5 and CIF5 and resulted in a novel and safer synthesis of CIOF3. Previous 
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syntheses for CIOF3 involved low-temperature fluorinations of shock sensitive 

materials, such as Cl20 or CION02 and were hazardous. In collaboration with G. 

Rasul, the stabilities of N(N02)2\ N(N02)3 and N(N02)4
+ were evaluated by LDF 

calculations. It was shown that the stability decreases with increasing positive 

charge and that the N(N02)4
+ cation is vibrationally unstable. Attempts to prepare 

either N(N02)3 or (NO)N(N02)2 by low temperature metathesis were 

unsuccessful. 

The chemistry of the C(N3)3
+ cation, which was discovered in 1966 by 

Dehnicke and Mueller but not further exploited, was studied by theory and 

synthesis. In collaboration with D. Dixon and G. Rasul, the structures and energies 

of the C(N3)3
+ and the corresponding mixed azido-nitro-carbenium cations were 

calculated. It was found that all these cations are vibrationally stable, but that the 

trinitrocarbenium ion is tetracoordinated (through formation of a C-0 bond with an 

oxygen atom from a nitro group) because the nitrogen atom of the nitro group 

does not possess a free valence electron pair which can stabilize the carbenium 

ion through backdonation. In collaboration with G. Rasul, we have also calculated 

the corresponding carbanions. Whereas the carbocations are stabilized by azido 

groups and are destabilized by nitro groups, the opposite holds true for the 

carbanions. Thus, the C(N02)3" anion is very stable,while the C(N3)3" anion is 

vibrationally unstable and decomposes to (N3)2CN" and N2. The novel, extremely 

energetic compounds C(N3)3
+BF4", C(N3)3

+N(N02)2" and C(N3)3
+CI04" were 

synthesized by metathetical reactions and characterized by vibrational and NMR 

spectroscopy.. The heat of formation of the C(N3)3
+ cation was estimated from ab 

initio calculations and isodesmic reactions as +418 kcal/mol. From this value, the 
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heat of formation of solid C(N3)3CI04 was estimated as +465 kcal/mol which 

translates into an endothermicity of 1.96 kcal/g making it one of the most, if not the 

most, endothermic compound ever prepared. If the heat of combustion of carbon 

to carbon dioxide is included, the energy release increases to 2.35 kcal/g. 

Therefore, it is not surprising that this compound is extremely shocksensitive and a 

highly energetic explosive. The [NH3OH " NH2OH]+ C(N02)3" salt was also 

prepared and its crystal structure was determined at USC by Prof. Bau. This 

energetic compound was found to be insensitive to shock and, therefore, to be of 

considerable interest. Surprisingly, the C(N02)3" anion was found to exhibit a 

structure with two coplanar groups and one perpendicular N02 group and not the 

expected propeller-like geometry. Ab initio calculations showed both structures to 

be vibrationally stable and to differ by only 0.4 kcal/mol in energy. 

In collaboration with Dr. Dixon, F" affinities were calculated for more than 100 

compounds by ab initio methods. From these data, a quantitative F' affinity scale 

was calculated which, when combined with our previously calculated oxidizer 

strength scale and lattice energy estimates, will permit stability predictions for ionic 

oxidizers. The F" affinity scale should also be useful to measure the relative 

strength of Lewis acids. At the present time, there are no good criteria on how to 

judge or quantitatively measure the strength of Lewis acids. 

In collaboration with Prof. Schrobilgen, the elusive POF4" anion was 

prepared and characterized by low temperature NMR spectroscopy and its 

dismutation mechanism to P02F2" and PF6"   was established. This dismutation 
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occurs at temperatures as low as -90°C and explains why all previous attempts to 

observe it had failed. 

In the area of high coordination number chemistry, the novel IF5 " and 

I02F5
2" anions were synthesized and characterized by theory and vibrational 

spectroscopy. The IF5
2" anion is only the second known example of a pentagonal 

planar XY5 species, the first example beeing XeF5" which had been discovered by 

us several years ago. The I02F5
2" anion is the first known example of an X02Y5 

species and was the missing link in the series of pentagonal bipyramidal 

heptacoordinated compounds. In connection with the synthesis of I02F5 ", the 

N(CH3)4I04 salt was needed as a starting material. It was prepared from 

N(CH3)4OH and periodic acid and characterized by x-ray diffraction and vibrational 

spectroscopy. It is a shock-sensitive material which explodes when approaching 

its melting point. 
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Synthesis of Highly Energetic Cations 
and Oxidizer Salts 

Mark A. Petrie, KarlO. Christe and Edward J. Wucherer 
Hughes STX and Phillips Laboratory, Edwards AFB, CA 93524-7680 

The synthesis of oxidizing salts with extremely energetic cations is being 

explored. The triazidocarbonium ion, C(N3)3
+ was utilized to prepare extremely 

high energy HEDM solid oxidizer candidates. The literature synthesis1-2 of 

C(N3)3
+ SbCI6- has been improved and the new C(N3)3+ BF4" salt obtained. 

These precursor materials were used to combine the C(N3)3
+ cation with 

energetic oxidizing anions. In this manner the dinitramide salt, C(N3)3+ 

N(N02)2" was prepared and found to decompose slowly at ambient 

temperature. The extremely energetic and sensitive perchlorate salt, 

C(N3)3+CI04- was also prepared. All new C(N3)3+ salts were characterized by 

mass balance, and Raman and FT-IR spectroscopy. The perchlorate salt, 

C(N3)3
+CI04

_ was found too sensitive to characterize except by mass balance. 

The NO+ and N02
+ salts of dinitramide have been proposed to be stable 

species by theoretical calculations3-4 and accessible to synthesis. We 

attempted to prepare these species by different routes. The reagents NOBF4 or 

N02BF4 react with KN(N02)2 as solids or in MeCN (-39°C) and S02 (-126°C) 

to give the decomposition products, K+N03
-, N20, or N02. Liquid FN02 in 

excess does not react with KN(N02)2 up to -78°C. In contrast, FNO reacts with 

KN(N02)2 at -126°C giving an unstable species whose Raman lines are not yet 

assigned. Other routes to these interesting salts are being investigated. 

Over-oxidized [HONH3]+[N(N02)2]- (HADN) is a candidate for use as a 

liquid oxidizer or monopropellant (alcohol solution). The melting range of HADN 

is 18-23X as reported by the Russians (O.A. Luk'yanov). SRI (R. Schmitt and J. 
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Bottaro) report HADN as a liquid at ambient temperature. We have synthesized 

anhydrous HADN to establish a baseline of properties and performance. We 

obtained a compound of substantially higher melting point (38-40°C) than 

reported. The compound was characterized by DSC, TGA, and Raman and FT- 

IR spectroscopy. Unfortunately, both dry and wet solids were found to be 

extremely sensitive to impact. 

The sensitivity of the [HONH3]+[N(N02)2]" salt led to studies of 

nitroformate, C(N02)3- salts. We have prepared H3NOH+ C(N02)3" (HANF) by 

an anhydrous acid-base reaction. Reactions between the sensitive alkali salts 

M+C(N02)3" and H3NOH+CI- were not efficient. The H2NOH adduct of HANF, 

H3NOH3NOH-1- C(N02)3" was obtained by two methods; the addition of H2NOH 

to HC(N02)3 in a two to one ratio or dissociative evaporation of HANF. 

Evidence for dissociation of HADN has not been observed perhaps owing to the 

less basic nature of the dinitramide anion. Crystals for an X-ray structure of the 

adduct were grown by the latter method. In the high quality crystal structure of 

the adduct there are two complete adduct salts in the asymmetric unit and the 

form of the neutral H2NOH is amine oxide "H3NO". There are two short and one 

long C-N distances in the C(N02)3" anions suggesting delocalization of the 

negative charge over only two of the -N02 groups. The density of the adduct is 

1.850 Mg/m3. In addition, both HANF and its adduct are suprisingly insensitive 

to impact and friction. The salts were fully characterized by DSC, TGA, and 

Raman and FT-IR spectroscopy. They are distinguished by melting points and 

v(N-O) stretches in the infrared. 

1) U. Muller, K. Dhenicke, Angew. Chem. Int. Ed. 5, 841,1966. 

2) A. Schmidt, Chem. Ber. 100, 3725, 1967. 

3) H.H. Michels, B.N. Cassenti, D.D. Tzeng, and E. Lee, HEDM Conference, 

Woods Hole, 1995. 

4) G. Rasul (USC) private communication. 
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Rotational Ordering in Solid Deuterium and Hydrogen: 
A Path Integral Monte Carlo Study 

T. Cui, E Cheng, B. J. Alder, and K. Birgitta Whaley 
Department of Chemistry, University of California, Berkeley, California 94720 

1      Introduction 

The search for a possible metallic phase in molecular hydrogen and its isotopes has been a 
continuously pursued field ever since the inception of the idea by Wigner and Huntington 
more than sixty years ago. [1] Such a metallic phase would be an outstanding HEDM 
candidate, with an extremely high specific impulse. Renewed interest was spurred recently 
by a reported observation of high electrical conductivity in shock compressed liquid H2 and 
D2. [2] Meanwhile, continued progress in the experimental realization of ultra-high pressure 
diamond anvil cells that are capable of subjecting solid H2 and D2 samples to pressures up 
to 200 GPa is being made, [3, 4, 5] and there emerges a consensus phase diagram for solid 
D2 over a wide range of pressure P and temperature T. A remarkably similar diagram has 
also been proposed for H2, although some controversy still exists at high pressures. [3] 

It thus poses a challenge to theorists to model and reproduce the phase diagrams from our 
understanding of these highly quantum solids. Many recent investigations have been made, 
employing various levels of the existing Quantum Monte Carlo (QMC) technology. However' 
success so far has been limited by the various restrictive approximations made, particularly 
in "freezing out" some degrees of freedom in order to maintain the computational feasibility. 
[3] In this extended abstract, we report our latest effort in advancing the theoretical frontier 
by applying the Path-Integral Monte Carlo (PIMC) method with a constant-pressure (NPT) 
ensemble, to treat simultaneously the translational and rotational motion of the H2 and D2 

molecules. Only the boson systems of para-B.2 and ortho-D2 are studied, and we henceforth 
neglect the prefixes for simplicity. Although the intramolecular bond fluctuation is still 
neglected, we are able to arrive at a phase diagram consistent with experiment for both H2 

and D2 for P < 130 GPa, and for H2 also at higher pressure, as will be shown below. A 
detailed account of this work will be published elsewhere. [6] 

2      Theoretical Models and Methods 

Within the approximation that only (effective) pair-wise interactions are important, a quan- 
tum molecular solid with translational and rotational degrees of freedom is described by the 
Hamiltonian: 

%2    N ^2   N ,   N 

^-^E^. + ^E^ + ^E^^.fi;), (1) 
J ' *& 

where R, is the center-of-mass position of the z'-th molecule, fi,- its orientation direction, L, 
its angular momentum operator, and R{j = R, - R^ is the intermolecular separation vector. 
The molecular mass and moment of inertia are denoted by m and I, respectively. With the 
intramolecular bond length fixed, and for a linear molecule, J is a simple constant. We use 
the values of m = 3676 and 7352 (atomic units) for H2 and D2, respectively, and rotational 
constants B = fr2/2I = 84.98 and 42.92 K for H2 and D2, respectively. [6] 
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A common and convenient way to express the multi-dimensional potential V(Rjj, fi;, Qj) 
is through a spherical harmonic expansion, the leading term of which is the familiar isotropic 
interaction potential. This term has been extensively studied in the past, and a few analytical 
forms exist. In this work, we adopt the phenomenological model of Silver a-Goldman (SG), 

suitable for the solid environment: [3] 

V„(X) = e-^* - W) {§ + | + §* " |} , (2) 

f(R) = { <"|U"W"_I1'   if Ä< 1.28ft., (3) 
^   '      | 1 otherwise, 

plus the short-range correction proposed by Hemley, et al: [3] 

_.   ,m_J ai(R-Rc)
3 + a2(R-Rc)

6  HR<RC 
VSR{X) - I 0 otherwise. (4) 

The parameter values are tabulated in references. [3, 4, 6] 
Of the anisotropic terms, it has been identified that only the long-range electronic 

quadruple-quadruple (EQQ) and the socalled "atom-diatom scattering" terms contribute 
significantly to V. [3] Here, we use the tabulated results of a quantum chemical calculation 
by Schaefer, et al, [7] which consists of the five leading anisotropic terms in the spherical 
harmonic expansion. Their data have been previously tested by Runge, et al, in the solid 
environment and a scaling correction was found necessary to soften the repulsion at high 
pressure. [8] We tested both unsealed and scaled potentials in this work and found the scaled 
ones yield phase diagrams in closer agreement with experimental data. 

The path-integral method solves for the quantum statistical density matrix by expanding 
this as a convolution of M density matrices at a higher temperature MT: 

p{x,x'-ß)   =   (sle-'V), 

=    I ... I dxi...dxM-ip(x,xl;T)p(xi,x2;T)...p(xM-i,x/]T). (5) 

Here x = {Rx, ...,1LN,QU ...,£lN} , ß = 1/kT and we have defined r = ß/M. When M is 
large enough, the high temperature density matrix p(x, x'; T) can be well approximated by 
an analytical solution. We adopt here the standard "primitive approximation" . [9] This 
multi-dimensional integration, although computationally time consuming, is now readily 
performed by the standard Metropolis Monte Carlo sampling method. [6] 

The extended solid is modeled by a simulation cell of a finite size, with periodicity and 
long-range corrections handled in the standard fashion. [6] Most of our calculations are 
performed with N = 96 and a cell with two basis vectors (a and b) forming a 60 degree 
angle and the third one (c) perpendicular to both a and b. This choice, with the proper 
length ratio a : b : c = 1 : 1 : 61/2/2, has the advantage of accommodating both the FCC 
and HCP lattice structures. Extensive testing with different iV and cell geometries have also 
been made. 

In order to minimize the bias of a restrictive cell geometry, particularly to avoid influenc- 
ing possible phase transitions, we perform most of our calculations in the constant-pressure 
(NPT) ensemble, instead of the simpler constant-volume ensemble (NVT) in which the 
simulation cell remains fixed. The implementation of the NPT ensemble is achieved by an 
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extra Metropolis move of the cell size and geometry, which generates a Markov chain of 
states having a limiting distribution proportional to 

exp[-ßPV-ßE(s) + NhiV], (6) 

where P is the given pressure, V the (variable) cell volume and E is the energy {H) of 
the configuration 5 (with a scaled coordinate system). [10] A new state is generated by 
independent random walks of the three basis vectors of the simulation cell, altering both the 
volume and the shape of the cell. We tested the NPT PIMC code by performing a classical 
calculation of the structural transformations in solid nitrogen under pressure. Excellent 
agreements with previous molecular dynamics results were achieved. [6, 11] 

3      Results 

As a test of our model and the intermolecular potentials, we first study the equation of state 
(EOS) for both solid D2 and H2. At a given temperature T, we perform PIMC at a constant 
pressure P and measure the average cell volume V, thus yielding the (P-V) EOS. The results 
are directly compared to the experimental data of Ref. [4]. As expected, we find the EOS 
is dominated by the isotropic part of the potential alone, and the SG potential corrected in 
short-range, Eqs. (2) and (4), yields the best agreement with experimental data. Indeed, 
our results from this potential are almost identical with experiments for P < 25 GPa, where 
direct measured data are available, and also overlap with the extrapolated experimental data 
for larger P. [6] 

In order to monitor the correlations in molecular orientations, we define the two-body 
correlation function, O(R): 

°{R)-\      £«,«(*«-*)      /• () 

Here 0 is the angle between the molecular orientation vectors fit- and Qj. This function 
measures the two-body orientation correlation at the intermolecular distance R, normalized 
by the number of molecules at that distance. If the molecular orientations are completely 
disordered in a solid, 6 has a uniform distribution between 0 and 180 degrees (Note the 
intramolecular boson symmetry) and P2(cos0) averages to zero. This is true for all inter- 
molecular distances and yields O(R) = 0 everywhere. On the other hand, ordered molecular 
orientation phases produce finite correlations according to specific intermolecular distances, 
and thus definitive patterns in O(R). Schematic O(R) illustrations for a few proposed or- 
dered D2 and H2 phases are shown in Ref. [6], whose distinct features allow us to identify 
phases through our sampled O(R). 

Fig. 1 shows the O(R) signature of a typical molecular orientational ordering phase 
transition. For a given temperature T, the molecular orientation is completely disordered in 
the solid at low pressure P, below the values shown here, as evidenced by the fact that O(R) 
averages to approximately zero. As P is increased to approach a certain value Ptr, deviations 
from O(R) = 0 become visible and then become more and more pronounced as P continues 
to increase. A well defined structure in O(R) is clearly evident and stable throughout the 
simulation with P > Ptr. We identify the onset of this transition by the value of averaged 
0(R), which displays a step-like increase <dP = Ptr, indicating a phase transition that is 
rounded by the finite size and fluctuation effects. 
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Figure 1: Orientational ordering phase transition in D2 solid (HCP) at the temperature 
T = 100 K. The upper panel shows the orientational correlation function O(R), defined 
in Eq. (7), at pressures P = 60, 85, and 160 GPa. The lower panel shows the structural 
correlation function g(R) at the same pressures. These are calculated with M = 8 in PIMC. 

Fig. 2 shows our resultant phase diagram in the T - P plane for D2. We have tested the 
effect of variable number of particles N (N = 32,48,64,96), as well as different choices of the 
cell geometry, in both HCP and FCC phases. Although a lattice structural phase transition 
is allowed in our NPT ensemble, no sign of this is observed. That is, the lattice stays in 
the start-up structure (either HCP or FCC) throughout a simulation run, even when passing 
through the orientational order-disorder phase transition. The positions of such transitions 
do, however, shift noticeably with different choices of the lattice, as is evident in Fig. 2. 

Two sets of experiments have found three distinct phases for D2 at pressures below 200 
GPa, also shown in Fig. 2. [4, 5] The phases are alternatively referred to as phases I, II, and 
III, [4] or (orientationally disordered) HCP, broken-symmetry phase (BSP), and A phase, [5] 
respectively. A triple point is identified at Pt ~ 150 - 165 GPa and Tt ~ 125 K. For T < Tt, 
solid D2 is observed to go through two phase transitions (I to II and II to III) as pressure is 
increased, while only one transition (I to III) occurs for T > Tt. The positive identification of 
these phases is still primitive. Single-crystal x-ray diffraction data has shown that the phase 
I, which extends to the more familiar low temperature and pressure region, has an HCP 
lattice structure. [4] The molecular orientations are disordered here, as for the solid under 
ambient pressures. [3] On the other hand, both phases II and III are believed to possess 
certain orientational orders, although the exact nature of these phases is still unknown. [4, 5] 

In contrast to the experiments, only one phase transition, a pure orientational ordering, is 
observed here. Our results for the orientational disorder-order phase transition with an HCP 
lattice in the relatively low pressure region, P < 130 GPa, show excellent agreement with 
the experimental I—II phase boundary. At higher pressures, our data show an upward turn 
in the T — P plane that is reminiscent of the I—III phase boundary in experiments. However, 
since we only observe one transition below the experimental triple point temperature, we 
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Figure 2: The phase diagram of D2 solid. The solid and dashed curves are the experimental 
boundaries between three phases I, II, and III, from Refs. [4] and [5], respectively. The solid 
circles are our data for orientational order-disorder phase transition in HCP phase, while 
open circles are in FCC. 

see no distinction between the regions of experimental phases II and III. The orientational 
correlation function, O(R), is found to be rather similar for both FCC and HCP lattices 
in our ordered phases and resembles that for the Pa3 phase based on FCC. This is not too 
surprising since these lattices are similar in the first and second nearest neighbor separations, 
differing only substantially for longer range separations. With the energetics of the dense 
solids dominated by the short-range repulsions, the small difference in their energies from 
distances beyond second nearest-neighbor separations is unresolvable within the accuracy of 
our simulation. 

In contrast with D2, the phase diagram for solid H2 has not yet been investigated exper- 
imentally in the same detail. Indeed it is still unclear whether an analogous phase diagram 
exists for H2, in particular whether there exists a triple point, or alternatively a critical point 
that terminates the II-III phase boundary. [4, 5] Fig. 3 depicts the experimental II-III phase 
boundary and the expected I-II boundary from Ref. [5], together with our PIMC results. 
It is evident that our data based on the HCP phase with the scaled anisotropic interaction 
agrees with the expected I-II boundary rather well, consistent with the quality of our results 
for D2. This consistency in achieving agreements with experimental data in EOS and the 
orientational phase diagram for both H2 and D2 is a remarkable validation of the potential 
used in these calculations. We expect this hybrid potential to be an excellent candidate in 
further theoretical investigations of the dense phases of hydrogen isotopes. 

4      Discussion 

In this extended abstract, we report results in applying the PIMC technique to study the 
phase diagrams of D2 and H2 up to pressures of megabars, in a constant-pressure ensemble. 
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Figure 3: The phase diagram of H2 solid. The solid curve is the experimental phase boundary 
between phases II and III. The dashed curve is the expected boundary between phases I and 
II, from the two measured data marked by stars. [5] The solid squares are our data in HCP 
phase for orientational order-disorder phase transition. 

With a hybrid inter-molecular interaction potential determined to agree with the experi- 
mental equation of state over a large range of pressures, a rotational order-disorder phase 
transition is observed, in agreement with the I/II part of the phase diagram for both D2 and 

H2. 
While such success should be noted, there remains the unsettling issue of why only one ori- 

entational order-disorder transition and no structural transitions are observed in our model. 
Possible explanations range from restrictions due to the small sample size, lack of stretching 
of the intramolecular bond, to consideration of the relevance of electronic rearrangments in 
phase III. These and other related issues will be extensively discussed elsewhere. [6] 
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ABSTRACT 

Classical Monte Carlo simulation techniques have heen used in conjunction with a recently 
developed spectral theory of chemical binding to predict the structures and optical absorption 
spectra of Na/Ar clusters and solids. The new spectral theory, which is a broad generalization of 
the Balling and Wright model (B&W) for predicting the 2P excited state potential energy surfaces 
of alkali atoms in the presence of an arbitrary number and arrangement of rare gas perturbers, is 
based on the use of a direct product of complete sets of atomic eigenstates and an optical - 
potential analysis in finite subspaces of this representation. This technique extends the 
approximation of simple pairwise additivity to include interactions between multiple diatomic 
potential energy curves. An important consequence of the interactions between multiple surfaces 
is a more sensitive dependence of the predicted transition energies on the angular arrangement of 
rare gas perturbers in comparison to the first-order degenerate perturbation theory-based B&W 
theory. Specifically, an angular dependence of the shift of the centroid of the absorption band is 
obtained which is absent in the B&W treatment. Internally contracted multi-reference 
configuration interaction calculations from a state-averaged complete active space reference 
wavefunction, using augmented (18sl3p6d5f2glh)/[8s7p6d5f2glh] atomic natural orbital basis 
sets for both Na and Ar, were used to compute potential energy curves for the X  S+, A TI, B S+, 
C 22+, D 2A, E 2n, and F 2S+ states of Na-Ar, plus the corresponding dipole moments and 
transition moments. The calculated potential energy curves and moment data are used in 
conjunction with the transformation properties of atomic angular momentum eigenstates under 
rotations in the computational implementation of this theory. 

t AFOSR University Resident Research Professor, 1996/1997. 
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I. Introduction 

As an extension of our work presented at the 1995 HEDM Contractors conference1 and 
elsewhere,2 we present here the latest results of our ongoing simulations of the structures and 
absorption spectra of argon atoms doped with a single sodium atom, within the framework of 
Langhoff s spectral theory of chemical binding.3 The present work utilizes the recently computed 
internally contracted multireference CI Na-Ar potential energy curves (X 2E+, A 2n, B 2S+, C I+, 
D 2A, E 2n, and F 2S+), dipole moments (nx, |^A, HB, |^Q) and transition moments (\XX-A, HX-B, MB- 

c, HA-C) of Sheehy.4 One of the central issues examined in the current study is the question of 
how many atomic product states must be included in the spectral theory equations to achieve 
"convergence" of the NaArn structures and absorption spectra. 

n. Theoretical Methods 

Our method for the simulation of the structures and absorption spectra of sodium-doped argon 
clusters uses a combination of the classical Metropolis Monte Carlo algorithm5 in conjunction 
with the recently developed spectral theory of chemical binding.3 The latter theory, of which the 
B&W first-order degenerate perturbation theory model,6 diatomics-in-molecules (DIM) methods,7 

and pairwise additivity approximations are special cases, provides a systematic method for 
obtaining an increasingly accurate manifold of eigenstates via incorporation of non-additive 
contributions to the total energy. The foundation of the spectral theory is pairwise summation of 
projections of the fully antisymmetrized electronic wavefunctions of the diatomic components into 
a partially antisymmetrized atomic-product basis (via the so-called "U matrix" transformation1'). 
By expanding the number of diatomic and atomic-product states included in the spectral theory 
formalism, in principle one systematically increases the accuracy of the computed potential energy 
surfaces. 

The following is a brief outline of the spectral theory (for more details, see ref. [3]) The diatomic 
Na-Ar wavefunctions are written as a superposition of atomic product states constructed from the 
direct product of Na and Ar atomic states: Na {3S,3P,4S,3D,....}<8> Ar {^o,....}. Since the 
excited states of Ar are much higher in energy than those of Na, it is assumed that the most 
important non-additive contributions will be described by atomic products containing Na atom 
excited states and the Ar atom ground state. In matrix/vector notation, 

(1)      ^F = OUt 

where *F denotes the row vector of diatomic states (e.g., X 2S+, A 2TI, B 2S+,....), $ denotes the 
row vector of atomic product states (e.g., |3S>»|1S0>, |3P0>-|1S0>, |4S>«|1S0>,....), and U is the 
unitary transformation connecting the diatomic and atomic-product representations. An important 
point to be noted is that the atomic-product basis is not used for computations. Rather, all 
computations are performed in the (fully antisymmetrized) diatomic basis, followed by projection 
onto the atomic-product basis via the unitary U matrix transformation defined in Eq. (1) (see ref. 
[3] for more details.) 
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The explicit form of Eq. (1) for the case in which the ten atomic-product states 
Na {3S,3P,4S,3D}<S> Ar {%} are used is given by the following expressions: 

(2) IX > = <3S|X> 13S> + <3P0|X> 13P0> + <4S|X> 14S> + 

<3Do|X> 13D0> 

(3) IB > = <3S|B> 13S > + <3P0|B> 13P0 > + <4S|B> 14S > + 

<3D0|B> 13D0 > 

(4) | C> = <3S|C> 13S > + <3P0|C> 13P0 > + <4S|C> 14S > + 

<3D0|C> 13D0 > 

(5) IF > = <3S|F> 13S> + <3P0|F> 13P0> + <4S|F> 14S> + 

<3Do|F> 13D0> 

(6) |A+>= <3P+I|A+> I 3P+I> +<3D+1|A+> |3D+I> 

(7) |E+>= <3P+I|E+>|3P+I> +<3D+I|E+> |3D+I> 

where the individual elements of U are in bold and the Ar ground state |1S0> term of each atomic 
product on the right hand side of Eqs. (2)-(7) has been omitted for brevity. Eqs. (2) - (5) express 
the 4 lowest Na-Ar 2S+ states in terms of the appropriate atomic-product states and Eqs. (5) - (6) 
describe the two lowest 2n states. Numerical values of the U matrix elements are derived from 
first-order perturbation approximations based on calculated dipole moment and transition moment 
functions (see Appendix A in ref. [1].) Because of the approximations used in obtaining the U 
matrix elements, the present results should be regarded as suggestive rather than quantitative 
predictions of NaArn cluster geometries and absorption spectra. 

In the present study, the spectral theory method is used to calculate the many-body potential 
energy surfaces for the ground and first three excited states (i.e., the excited states which 
correspond to the excited 2P states of atomic Na) "on the fly" at each of the cluster configurations 
generated by the Monte Carlo sampling. However, only the Na-Ar portion of the potential 
energies are determined within the spectral theory framework; the residual Ar-Ar interactions are 
assumed to be strictly pairwise additive and are obtained using the "HFD-B2" Ar-Ar potential of 
Aziz and Slaman.8 At each configuration, the transition energies from the ground state to the first 
three excited states are binned, and the resulting histogram of energies over the sampled 
configurations is taken to be the predicted absorption spectrum. 
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The radial probability distribution functions (RPDFs) and absorption spectra of several NaArn 

clusters (n=l,2,3,6,11,12,55,147) have been predicted as a function of the number of atomic- 
product states included within the spectral theory formalism. Specifically, starting with the 
single atomic product state consisting of ground state Na (3 s) and Ar, the excited atomic product 
states corresponding to Na 3p, 4s, and 3d levels (and the corresponding diatomic states A 2Tl, 
B £ , C £ , D A, E n, and F E ) are successively included in the spectral theory formalism. 
Individual elements of the U matrix, which define the diatomic/atomic-product transformation and 
can be thought of as "configuration interaction (CI) coefficients" or as descriptions of Na atom 
orbital hybridizations, were obtained from Sheehy's4 computed Na-Ar dipole moment (\xx, MA, MB, 

MQ) and transition moment (MX-A, MX-B, MB-C MA-C) functions, using the same first-order 
perturbation theory approximations as outlined in Appendix A of ref. [1]. All simulations were 
performed using a classical temperature of 10 K and the structures and absorption spectra were 
obtained from averages over approximately 50,000 configurations. 

m. Results and Discussion 

Although the structures and absorption spectra of several different clusters have been examined in 
this work, only the results for NaArn are discussed in detail here. Shown in Figure 1 and 
summarized in Table I are the RPDFs of NaArn as a function of the number of atomic-product 
and diatomic states included in the spectral theory calculation of the cluster ground state energy 
surface. Each of the three peaks in each curve in Figure 1 denotes a "shell" of argon atoms at the 
indicated distance from the sodium atom (which is located on the surface of the cluster) and the 
integrated area under each peak gives the number of argon atoms in the "shell" (5, 5, and 1 argon 
atoms, respectively, from left to right.) 

RPDF (a) is obtained using simple pairwise additivity to compute the ground state energy of the 
cluster. RPDF (b) is obtained using the spectral theory formalism in which mixing of only the Na 
atom 3S and 3P atomic states is allowed. The Na 3S, 3P, and 4S states are included in the 
spectral theory to obtain (c), and finally the complete set of 10 states arising from the Na atom 
3S, 3P, 4S, and 3D levels were used in generating RPDFs (d). 

In curve (a), the maximum of the first nearest-neighbor peak is located at about 5.1 angstroms, 
with the second and third nearest-neighbor peaks located at 7.7 and 8.8 angstroms, respectively. 
Trace (b), which is obtained using the Na atom 3S and 3P atomic states in the spectral theory, 
shows a slight contraction of all 3 peaks in the RPDF relative to (a). In particular, the first 
nearest-neighbor peak maximum is centered at 5.0 angstroms, and the second and third nearest 
neighbor peaks are likewise shifted to smaller R by similar amounts. However, upon adding 
futher Na atomic states to the spectral theory, only rather small changes in the predicted RPDFs 
are observed; i.e., the peak maxima in traces (b) - (d) are all located at approximately 5.0,7.6, and 
8.7 angstroms. Since the RPDFs are functions of only the ground state potential energy surface, 
this suggests that the spectral theory is essentially "converged" at the 3S+3P level for the ground 
state in this region of the surface. In other words, nearly all of the non-additive contributions to 
the total ground state energy are accounted for by the 3S+3P interactions, as described by the U 
matrix in Eq. (1). 
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Although the ground-state surface of NaArn is apparently converged at the 3S+3P spectral 
theory level, the same cannot be said for the first three excited states. Evidence for this is seen in 
the predicted absorption spectra as a function of spectral theory level, which are shown in Figure 
2 and summarized in Table II. Spectra (a) - (d) in Figure 2 were generated in a manner entirely 
analogous to RPDFs (a) - (d) in Figure 1. Spectrum (a) is obtained using simple pairwise 
additivity to compute the ground state and the B&W model for the first three excited states; i.e. 
corresponding, in the spectral theory notation, to U in Eq. (1) being equal to the identity matrix. 
In obtaining spectrum (b), mixing of only the 3S and 3P states is allowed in the calculation of the 
ground and excited states. Further inclusion of the 4S state in the spectral theory yields curve (c), 
and the full set of 10 states corresponding to the Na atom 3S, 3P, 4S, and 3D levels were used in 
generating spectrum (d). (The remaining spectra (e) - (g) are discussed later on in this section.) 

The general characteristics of each spectrum shown in Figure 2 include a fully resolved "doublet" 
feature centered at approximately 17,000 cm"1 and a broad, blue-shifted "satellite" peak above 
17,500 cm"1. However, the location of the peaks vary as a function of spectral theory level (see 
Table II.) This is especially true for the satellite peak, which is centered at 17590 cm"1 when the 
Balling and Wright model is used (spectrum (a) in Figure 2 and Table H), but is shifted an 
addtional 150 cm"1 to the blue when using the 3S + 3P spectral theory level (trace (b).) 
Successive inclusion of the 4S and 3D atomic levels (spectra (c) and (d), respectively) result in 
continued (albeit reduced) variation in the location of this peak, which suggests that the excited 
states are not yet fully converged at the 3S + 3P + 4S + 3D spectral theory level. 

However, the issue of convergence of the predicted spectra is complicated by two factors. 
First, unlike the RPDFs which depend solely on the ground state potential energy surface of the 
cluster, the spectra are functions of both the ground (initial) and excited (final) states. The second 
factor concerns the proper choice of sequence of spectral theory levels to use in examining 
convergence of the excited states. For the ground state, it is reasonable to examine convergence 
of the spectral theory by successively addition of Na atomic states in the order 3S (i.e., using 
pairwise additivity), 3S + 3P, 3S + 3P + 4S, and finally 3S + 3P + 4S + 3D. However, for the 
first three excited states of the cluster (which correlate with the Na atom 3P states), it is perhaps 
more reasonable to assess their convergence using the order 3P (i.e., the B&W model), 3P + 4S, 
3P + 4S + 3D5 and finally 3S + 3P + 4S + 3D. The addition of states in this order is based upon 
the energy spacings between the 3S, 3P, 4S, and 3D atomic energy levels of the Na atom, which 
are 0, 16968, 25740, and 29173 cm"1, respectively (ignoring spin-orbit coupling.) That is, the 
atomic level closest in energy to the 3P is 4S, followed by 3D, and in turn followed by 3S. 

In order to address these two factors, an additional series of simulations were performed in which 
a "hybrid" spectral theory approach was utilized. In these simulations, separate spectral theory 
levels were used in computing the ground state and the set of first three excited states. In 
particular, the complete set of 10 atomic Na states (3S, 3P, 4S, 3D) were used to compute the 
ground state surface, while the three excited state surfaces were computed separately, using the 
3P, 3P + 4S, and 3P + 4S + 3D spectral theory levels (spectra (g), (f), and (e), respectively, in 
Figure 2 and Table II.) Since the ground state surface is apparently converged at the 3S + 3P + 
4S + 3D level (see the discussion above concerning the RPDFs), this technique eliminates 
incomplete convergence of the ground state as a possible source of variation in the calculated 
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absorption spectra, as well as utilizing the (presumably) proper sequence of additional states in the 
spectral theory for convergence of the excited state potential energy surfaces. 

Examination of the "hybrid" spectra (g), (f), and (e) in Figure 2 and Table II show less variation 
of the absorption peak positions as a function of excited-state spectral theory level than the 
sequence of spectra (a) - (d). For example, the location of the blue-shifted satellite peak varies by 
only 60 cm"1 in spectra (g) - (e). Therefore, it appears that the first three excited state cluster 
energies are closer to convergence that initially indicated by the analysis of spectra (a) - (d). 
However, the effects of including additional atomic states (e.g., 4P and 5S) in the spectral theory 
formalism must be examined in order to conclusively determine the degree to which the set of first 
three excited states are converged. 

IV. Conclusions 

The structures, radial probability distribution functions, and absorption spectra of several NaAr„ 
(n=l,2,3,6,l 1,12,55,147) have been predicted using an approximate implementation of Langhoff s 
spectral theory of chemical binding in combination with the classical Metropolis Monte Carlo 
simulation technique. Analysis of the NaArn RPDFs indicate that the ground state potential 
energy surface (at least in the vicinity of the global minimum) is apparently converged at the 3S + 
3P spectral theory level. Examination of the NaArn absorption spectra indicate that the set of 
first three excited states (i.e., those corresponding to the final states in the absorption process) 
may not yet be fully converged even at the 3S + 3P + 3D + 4S spectral theory level. Additional 
simulations using an expanded set of atomic states (e.g., including the 4P and/or 5S atomic- 
product states) will be required to resolve this issue. 
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Figure Captions 

1 Calculated radial probability distribution functions (RPDFs) of NaAru at a classical simulation 
temperature of 10 K, using (a) pairwise additivity, (b) 3S + 3P, (c) 3S + 3P + 4S, and (d) 3S + 3P 
+ 4S + 3D spectral theory levels. 

2. Calculated absorption spectra of NaAru at a classical simulation temperature of 10 K, using 
(a) pairwise additivity for the ground state and the Balling and Wright model for the first three 
excited states, (b) 3S + 3P, (c) 3S + 3P + 4S, and (d) 3S + 3P + 4S + 3D spectral theory levels 
for both the ground and first three excited states. Spectra (e) - (g) are obtained using the 3S + 3P 
+ 4S + 3D spectral theory for the ground state and (g) Balling and Wright, (f) 3P + 4S, and (e) 3P 
+ 4S + 3D spectral theory levels for the excited states. 
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Table I. Radial Probablity Distribution Function Peak Locations. 

RPDFa Peak Maxima Locations13 

(d) 4.98 7.60 8.75 
(c) 4.98 7.60 8.66 
(b) 4.96 7.57 8.68 
(a) 5.14 7.70 8.84 

aRPDF labels correspond to those in Figure 1. 
b In angstroms. 

Table II. Absorption Spectrum Peak Locations. 

Spectrum* Peak Maxima Locations'5 

(g) 16940 17120 17660 
(f) 16960 17120 17600 
(e) 16940 17120 17600 
(d) 16940 17120 17640 
(c) 16920 17120 17660 
(b) 16920 17100 17640 
(a) 16910 17060 17590 

a Spectrum labels correspond to those in Figure 2. 
"incm"1. 
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THEORETICAL STUDY OF THE STRUCTURE AND STABILITY OF M - H2 

VAN DER WAALS COMPLEXES (M=Li, Be, B, C, Na, Mg, Al, Si). 

Galina Chaban and Mark S. Gordon 
Department of Chemistry 

Iowa State University 
Ames, Iowa 50011 

Ab initio calculations have been performed for a series of Van der Waals complexes 

M—H2 (where M=Li, Be, B, C, Na, Mg, Al, and Si), in order to estimate their thermodynamic 

and kinetic stabilities. The calculations were done using quadratic configuration interaction method 

QCISD(T)i with Dunning's correlation consistent valence-triple-zeta (cc-pVTZ) basis sets 2. The 

AI-H2 potential surface was also studied at the multi-reference CI level based on a full-valence 

active space MCSCF(5,6) wavefunction. 

Complexes of s-elements. 

According to our calculations, s-elements in their ground states (2S,Li, Na and IS , Be, 

Mg) form very weak linear complexes with H2 molecule. The dissociation energies are about 15 

cm-i for Li and Na and 30 cm-i for Be and Mg. In their excited states (2P Li,Na and 3p Be,Mg), 

these elements form very stable perpendicular complexes with C2V symmetry due to interactions of 

occupied p-orbitals with a*(H-H). For 2B2 complexes of Li and Na the dissociation energies are 

18 and 9 kcal/mol; for 3B2 complexes of Be and Mg they are 20 and 6 kcal/mol, respectively. 

However, these complexes may be unstable kinetically due to crossings with ground state Ai 

surfaces. These crossings suggest that sufficiently strong non-adiabatic coupling between the states 

could result in pre-dissociation of the excited state complexes. 

Complexes of p-elements 

P-elements (ground states) form much stronger complexes due to interaction of an 

occupied p-orbital with H2 molecule (Table 1). P-elements form complexes with both linear and 

perpendicular geometries. The most stable of these correspond to a perpendicular orientation of the 

H2 molecule, with the occupied p-orbital parallel to the H-H bond. Thermodynamic stability of 

perpendicular complexes increases from B, Al to C, Si. Kinetic stability is important to consider 

for C2v complexes, since stable MH2 compounds with this symmetry exist forM=B, Al, C, Si. 

Complexes are stable only if barriers to insertion are high enough. Van der Waals complexes and 

MH2 compounds have different electronic states, and the energy of their crossing is the upper limit 

for the barrier of the reaction, which can proceed via an avoided crossing. 
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No complex is found on the iAi surface for either C-H2 or Si-H2: the insertion of singlet C 

and Si into H2 proceeds with no barrier at all. Although Van der Waals complexes with De=324 

cm-i and 720 cm-' are found for the 3A2 potential surfaces of C —H2 and Si—H2, they are 

probably unstable kinetically (see Figure 1 and 2). 3ßj crosses 3A2 only 1.5 kcal/mol above the 

C (3P) + H2 dissociation energy. In the case of Si, the 3A2 - 3Bi crossing is in the region of 20 

kcal/mol above the Si-H2 complex. However, the lAi state crosses 3A2 about 5 kcal above the 

complex, so the stability of the Si-H2 complex depends on how strong is the interaction between 

triplet and singlet states near the crossing region. 

Unlike C and Si, the complexes formed by B and Al are predicted to be kinetically stable 

(Figure 3 and 4). MRCI calculations of the B-H2 potential surface performed by Alexander 3, and 

our study of the B-H2 and AI-H2 systems showed that the most stable Van der Waals complexes 

for these species correspond to a 2B2 state and have dissociation energies of 121 and 204 cm-i 

respectively. Less stable complexes were found on the 2Bi and 2£ potential energy surfaces of 

B-H2 and Al-H2. 

AI-H2 potential energy surface 

Contour plots of the MCSCF(5,6) energy as a function of R (AI-H2) and r (H-H) distances 

for pure 2Ai and 2B2 states are shown in Figure 5a. The thick solid line on these pictures 

corresponds to the crossing seam between the 2Ai and 2B2 states. The 2Ai state is lower in energy 

for short R (Al-H2) and long r (H-H) distances (upper left portion of the figures) and has an AIH2 

minimum (stable hydride) that is 17 kcal/mol lower than dissociation products Al + H2. In addition 

to the AIH2 minimum, the 2Ai potential energy surface has a stationary point corresponding to a 

transition state, but this point is located on the higher part of the 2Ai surface and is 76 kcal/mol 

above the Al + H2 dissociation limit at the MRCI level of theory. In contrast, the 2B2 state is lower 

for longer R (Al-H2) and shorter r (H-H) distances (lower right portion of the figures). There is 

only a slight minimum on the 2B2 surface corresponding to a weak Van der Waals complex. 

The minimum energy crossing point for the 2Ai and 2B2 states is found to be 27 kcal/mol 

above the Al + H2 dissociation limit at the MRCI level of theory. The geometry of the minimum 

energy crossing point corresponds to R (A1-H2) = 1.51 Ä and r (H-H) = 1.68 A. A MCSCF(5,6) 

steepest descent path was determined starting from the minimum energy crossing point in the 

direction of the negative of the gradient on both the 2Ai (downhill in energy to the stable AIH2 

compound) and 2B2 (downhill to Al + H2) surfaces (see Figure 5a). 
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MRCI calculations based on the two-state-averaged MCSCF reference wavefunction were 

performed for several fragments of Cs potential surfaces (Fig 5b). These calculations showed very 

little interaction between the two lowest 2A' states resulting from the 2B2 and 2Ai states that cross 

at C2v symmetry. The distortion to Cs symmetry by changing the angle between the Al - H2 axis 

and H-H bond from 90 to 80 degrees resulted in only a few cm-i energy lowering of the lower 2A' 

state at about 89.5 degrees, and then the energies of both states go up. This suggests that the 

energy of the crossing point can be considered as a good approximation to the height of the barrier 

for the Al + H2 -> A1H2 insertion reaction. Little interaction between the two lowest 2A' states, as 

well as the high energy location of the crossing point (~ 27 kcal/mol) suggest that the probability 

of the adiabatic reaction Al—H2 -> A1H2 through an avoided crossing is very low. 

Al-(H2)n clusters 

The structures and stabilization energies for several Al-(H2)n complexes were calculated 

with n = 1-6 (Figure 6). The addition of H2 molecules increases the stability of the complex 

almost additively. 
Preliminary calculations at the MP2 level of theory showed that the approximate barrier to 

Al atom migration from one site to another in a face-centered cubic lattice of H2 molecules is about 

5 kcal/mol. 

References: 

1. Pople, J. A.; Head-Gordon, M.; Raghavachari, K. J. Phys. Chem. 1987, 87, 5968. 
2. T.H. Dunning, Jr., J. Chem. Phys. 90, 1007 (1989); R.A. Kendall, T.H. Dunning, Jr., and 

RJ. Harrison, J. Chem. Phys. 96, 6796 (1992); D.E. Woon and T.H. Dunning, Jr., J. Chem. 
Phys. 98, 1358 (1993). 

3. M. H. Alexander. J. Chem. Phys. 1993, 99, 6014. 

Table 1. Characteristics of Van der Waals complexes of B, Al, C, and Si atoms with H2 molecule. 

M State R (M-Xa), A De, cm-i M State R (M-X), A De, cm-i 

B 2S 3.87 93 Al 2S 4.62 89 
2B2 3.11 130 2B2 3.25 204 
2Bi 3.33 78 2Bi 3.60 103 

C is 3.61 120 Si is 4.25 112 

3JJ 3.54 81 sn 4.15 84 
3A2 2.21b 324 3A2 2.25b 720 

a X - midpoint of H-H bond, b Equilibrium distance r(H-H)=0.75 and 0.76A for C-H2 and Si-H2 
3A2 complexes, and 0.743 Ä for other complexes. 
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(a) Single state MCSCF 

2-Al state 2-B2 state 

1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 

R A1-H2 (angs.) 

1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 

R A1-H2 (angs.) 

(b) State-averaged MCSCF 

2-A' state (90 deg.) 2-A' state (85 deg.) 

1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 

R A1-H2 (angs.) 

0.800 
1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 

R AI-H2 (angs.) 

Figure 5. (a) MCSCF(5,6)/aug-cc-pvtz potential energy surfaces of AI-H2 in Cjv 

symmetry: 2h\ and 2B2 states; (b) SA-MCSCF(5,6)/aug-cc-pvtz potential energy surfaces 

of AI-H2 in Cs symmetry: angle Al XH = 90° and 85°, X = midpoint of H-H bond. Thick 

contour lines correspond to -243.030 a.u., energy increment is 0.005 a.u. 
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Calculations of van der Waals Molecules 
Relevant to HEDM Studies 

Jeffrey A. Sheehy 

Hughes STX Corporation 

Propulsion Sciences Division 
USAF Phillips Laboratory 

Edwards AFB, CA   93524-7680 

Introduction 
Research aimed at enhancing the performance of rocket propulsion systems by employing 
atom- or molecule-seeded cryogenic fuels or oxidizers continues to be an important com- 
ponent of the high energy density matter (HEDM) program [1]. This concept is viewed as 
a novel yet potentially feasible means of achieving significant improvements in operating 
characteristics such as the specific impulse, which is the total impulse; or time-integrated 
thrust force, per unit weight of propellant. Calculations suggest that the addition of 
even a few mole percent of selected atomic or molecular species to solid hydrogen may 
provide specific impulse increases of as much as 25% by comparison with current liquid- 
hydrogen/liquid-oxygen rocket engines [2]. Supporting this area of HEDM research is the 
development, implementation, and testing of a spectral theory of chemical binding, appli- 
cable to the construction of exact many-body potential-energy surfaces of HEDM-doped 
aggregates, with the goal of predicting structural and spectroscopic properties of such cryo- 
genic solids [1,3-5]. Initial work along these lines has focused on alkali metals in rare-gas 
matrices [6-8], as these prototypical systems have been studied experimentally under the 

auspices of the HEDM program [9-10]. 

In the present study ab initio quantum-chemical calculations of the ground and several 
excited states of NaAr are reported. Potential-energy, dipole-moment, and transition- 
moment functions for the X 2E+, A 2n, B 2£+, C2S+, D 2A, E 2n, and F 2S+ 
states, based on internally contracted [11,12] multireference single- and double-excitation 
configuration-interaction (IC-MRCI) calculations from state-averaged complete-active- 
space self-consistent-field (SA-CASSCF) wave functions in extensive Gaussian basis sets, 
are compared with computed [13,14] and measured [15-18] values in the literature. The 
present calculations provide essential data for applications of the spectral theory to sodium- 

doped argon clusters and solids [3-5]. 

The ground-state bending potential of NaAr2 is also calculated, employing the single- and 
double-excitation coupled-cluster approach including a perturbative correction for con- 
nected triple excitations [19], denoted CCSD(T). Analogous computations are performed 
for the ground states of Ar2, NaAr, Na atom, and Ar atom, and because energies obtained 
in this manner are size extensive, scaling properly with the number of electrons, the non- 
pairwise-additive energy in the triatomic system may be extracted and compared with 
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predictions of the spectral theory. Further calculations on these and other systems, includ- 
ing examinations of basis-set-superposition and sodium core-valence electron correlation 
effects, are also indicated. 

Computations 
The IC-MRCI potential-energy, dipole-moment, and transition-moment functions for NaAr 
are obtained by supplementing the (17s 12p 5d 4f)/[7s 6p Ad 3f] atomic-natural-orbital 
basis sets of Widmark et al. [20] with a (Is lp Id If 2g lh) set of functions to yield 
[8s 7p 6d 5f 2g lh] contracted basis sets for both atoms. The supplemental (diffuse) s, 
p, d, and f exponents are selected as even-tempered extensions of the original basis sets, 
employing a factor of 2.5 between successive exponents. The two g exponents are 0.226 
and 0.0904 for Na, and 0.835 and 0.334 for Ar, whereas the single h exponent is 0.271 
for Na and 1.002 for Ar, obtained by employing standard scaling relationships [21]. Only 
the pure spherical harmonic components of the higher angular momentum functions are 
retained. The calculations are performed in Civ symmetry, with CASSCF active spaces 
as large as (7a\ 3&i 3&2 1^2) depending on the number of states averaged, and the full 
configuration list so obtained forms the MRCI reference space. 

The CCSD(T) calculations of the ground electronic states of Na atom, Ar atom, NaAr, 
Ar2, and NaAr2 utilize the aug-cc-pVQZ and aug-cc-pV5Z basis sets of Dunning and Woon 
[22,23]; the quadruple-zeta set is always used for Na, whereas both sets are variously 
employed for Ar. Sodium (2s and 2p) core correlation effects are examined in some cases, 
using appropriate extensions to the basis set, giving an aug-cc-pCVQZ basis set for Na [23]. 
Basis-set superposition error is estimated employing the full counterpoise procedure [24]. 
The non-pairwise-additive energy in NaAr2, defined as that which remains after accounting 
for the energies of the three diatomic pairs comprising the molecule, is computed relative 
to separated-atom limits at appropriate geometries as 

ENPA = £(NaAr2) - £(Ar2) - 2£(NaAr). (1) 

All electronic structure calculations are performed using the program system MOLPRO 
[25] on IBM RS/6000 and Cray C90 computers. The PAM/6000 library of disk striping 
routines [26] has been utilized to circumvent file size limitations on the IBM work stations. 

Results 
Potential-energy curves for the NaAr X2S+, A 2II, B 2S+, C2E+, D 2A, E 2II, and 
F2Yi+ states are given in Fig. 1, as are the appropriate separated-atom limits. Figures 2-4 
show more detail of the individual electronic states, comparing present results with other 
calculated potential curves [13,14] and available experimental values of De and re [15-18]. 
The present calculations are generally in excellent accord with experiment, representing 
significant improvements over the earlier theoretical results (Figs. 2-4). It should be noted 
that the study of Laskowski et al, which employs effective-core potentials and relatively 
small basis sets, is primarily concerned with surveying the repulsive region for several 
electronic states of both NaAr and NaXe. 
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The ground state potential of Saxon et al. is too deeply bound by comparison with 
experiment and present results (Fig. 2), probably as a consequence of superposition error 
in the one-particle basis set. Preliminary (CASSCF) calculations of the higher G 2II, 
H 2£+, and 72E+ states, dissociating to Na 4p and 5s excited atoms, are shown in Fig. 5 
along with the states dissociating to the Na 3d limit. (Argon is in its XS ground state in 
all cases.) The most noteworthy feature of Fig. 5 is the avoided crossing of the F2S+ and 

H2"E+ states at about 4 Ä. 

In addition to accurate potential-energy curves, an important outcome of the present study 
is the calculation of a consistent set of dipole- and transition-moment functions. Figures 
6 and 7 depict these data, which are in some cases significantly more accurate than that 
which was previously available [13,14], while otherwise they represent the first such results 
to be reported. As the signs of the transition moments are arbitrary, they are depicted 
in Fig. 7 as positive functions in order to show the greatest possible detail. Clearly, 
the avoided crossing of the F2E+ and H2H+ states substantially perturbs the moment 
functions involving the former (Figs. 6 and 7), which undergo large amplitude changes 
between about 3.5 and 4.5 Ä, commensurate with a dramatic change in the character of 

the wave function. 

The ground state Ar2 potential, calculated in both the aug-cc-pVQZ and the aug-cc-pV5Z 
basis sets, is shown in Fig. 8. The result obtained in the larger basis is in excellent 
agreement with the widely used potential for this system in the literature [27], but the 
smaller-basis calculation is also quite adequate for most purposes. Consequently, the 
smaller argon basis set is used in the NaAr2 calculations in order to make them tractable. 
The triatomic system is calculated for various Ar-Na-Ar angles at a fixed Na-Ar separation 
of 4.0 Ä. The non-pairwise-additive potential energy in NaAr2, evaluated by Eq. (1) 
employing superposition-error-corrected energy values, is compared with predictions based 
on various levels of the spectral theory [3-5] in Fig. 9. At present, quantitative agreement 
between the spectral theory and the directly calculated result is lacking, perhaps indicating 
that more diatomic states need to be included in the spectral theory treatment of this 
system, and also possibly signifying that the ab initio calculation, which in this case does 
not include sodium core-valence correlation, needs further refinement. Nevertheless, the 
results are of the same general magnitude, and in all cases the non-additive energy is 
negative at small angles and positive at large angles. Note that a directly calculated ab 
initio value cannot be reliably computed for Ar-Na-Ar angles smaller than 30°, as for 
such geometries the short Ar-Ar internuclear distance introduces various computational 
difficulties, such as linear dependence of the basis set. Notwithstanding the lack of 
quantitative accord in these preHminary results, this sort of comparison should provide 
an important benchmark for the spectral theory as its development continues. 

Summary 
High-level ab initio calculations of NaAr ground and excited states are in good accord 
with available experimental data and show significant deviations from computations in 
the literature.   The calculated potential-energy, dipole-moment, and transition-moment 
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functions form an accurate set of data that is used in computational implementations of 
the spectral theory of chemical binding. Direct calculations of the non-pairwise-additive 
energy in NaAr2 are suggestive if not yet definitive; more exacting studies, along with 
calculations of the triatomic in excited states and at other Na-Ar separations, are in 
progress. Additionally, the present diatomic calculations are being extended to even higher 
excited states, in order to assist in examining the convergence properties of the spectral 
theory. Calculations of this type will be extended to other atom-seeded rare gas systems, 
and to HEDM-doped H2 and He, concomitant with continued development of the spectral 
theory and experimental progress in the HEDM program. 
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Figure 1. NaAr Potential-Energy Curves 
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Figure 2. NaAr Ground-State Potential-Energy Curve 
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Figure 3. NaAr Excited-State Potential-Energy Curves 
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Figure 5. Na Ar Potential-Energy Curves 
Preliminary (CASSCF) results for higher exerted states 
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Figure 7. NaAr Transition-Moment Functions 
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Figure 9. NaAr2 Ground State Non-Additive Potential Energy 
Na-Ar internuclear distance fixed at 4.0 Angstroms 
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Single Atom Doping of Clusters 

Leslie S. Perkins* 
Phillips Laboratory, OLAC PL/RKS, 10 East Saturn Blvd, Edwards Air Force Base, CA 
93524-7680 

Abstract 

The doping of cryogenic solids with single atoms has been of particular interest in recent years.1 

This is due to the thermochemical estimates of Carrick2 of light metal atoms trapped in cryogenic solid 

hydrogen. Unfortunately, recent experimental studies of the doping of rare gas matrices with alkali metal 

atoms3,4 suggest that codeposition of the dopant atoms with rare gas atoms to form the atom-doped matrix 

gives concentrations on the order of 1%. The calculations of Carrick are based upon a 5% atom doping. 

An proposed method of accomplishing a higher percentage of atom doping of a solid is to first dope the 

clusters in the gas phase with the required atom and then deposit these clusters on an appropriate cryogenic 

substrate. This in theory should give less diffusion of these single atoms in the solid and therefore allow 

less recombination. 

In this paper, I will cover recent results of molecular dynamics simulations of doping Ar55 with Ar 

and Na. The capture of the doping atoms by the cluster will be examined as a function of the temperature 

of the cluster, the initial kinetic energy of the doping atom, and the impact parameter of the doping atom. 

Computational Method 

Molecular dynamics calculations of the single atom doping of Ar55 clusters were performed using 

the molecular dynamics program constructed during my tenure at Phillips Laboratory The velocities of the 

cluster atoms were chosen from a Boltzmann distribution of the required temperature, specifically 30K, 

40K, and 50K. The initial kinetic energies of the doping gas atom were set to be 0.05 eV, 0.10 eV, and 0.20 

eV. The gas atom was started at 15 Angstroms above the top of the cluster and aimed at the cluster using 

the impact parameter. The impact parameter, b, is defined in this study as: 

b - iix^y2) (1) 

Figure 1 shows a schematic of the impact parameter for an atom colliding with an Ar55 cluster. For a given 

"National Research Council Postdoctoral Research Associate 
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1 Angstrom range of impact parameter, 250 trajectories were run, with each trajectory spanning 6 ps. This 

time scale allows for the short time scatter of the gas atom if it will occur. This is also the estimated time 

for the cluster to be doped and then deposited in experiment.5. 

The interactions of the cluster atoms with other cluster atoms and the doping atoms were modelled 

using pairwise-additivity of ground state potentials. The Ar HFD-B2 potential of Aziz and Slaman6 was 

used for the Ar-Ar interactions. The Na-Ar ground state interactions were modelled using a pair potential 

constructed from MRCI calculations of J. Sheehy7. Table 1 lists the equililbrium diatomic interaction 

energies of Ar with Ar, Na, and B. 

The analysis for these clusters consisted of determining whether or not a gas atom was captured by 

the cluster. Encapsulation of the dopant atom was not considered in this study. An atom is labelled 

"trapped" or "captured" when it meets two criteria. (1) The doping atom is a distance less than or equal to 

1.10 the equilibrium binding distance of the two atom moieties at the end of the simulation time. (2)The 

doping atom has spent at least 3 ps bound (by the above criteria) to the cluster. 

Results and Discussion 

Figure 2 shows the fraction of Ar atoms captured by a 30K Ar55 cluster. This is plotted as a function 

of the impact parameter of the incoming gas molecule for the three incident kinetic energies. The solid line 

in the graph indicates the average cluster radius during the simulation. 

It is immediately apparent that an atom can be captured by the edge of the cluster and beyond by 

approximately a nearest-neighbor distance from the edge. The fraction of atoms captured within this range 

decreases for increasing kinetic energy of the doping atom. The capture efficiency at the edges of the cluster 

is significantly smaller than at smaller impact parameters. The smaller impact parameter indicates that the 

doping atom is directly hitting an atom of the cluster or it is impinging on a face of a cluster. This merely 

suggests that capture by the edges and near the edges is more difficult than for a face of the cluster. The 

fraction of "edge captures" is largest for the trajectories with 0.05 eV dopant atoms, while the smallest 

fraction is shown for the 0.20 eV dopant atoms. 

Examining the small impact parameter trajectories, it is surprising to see that capture seems slightly 

more efficient for higher kinetic energy dopant atoms than for lower kinetic energy dopant atoms. It might 

be expected that the higher kinetic energy atoms would be more likely to scatter off of the cluster. 

However, it is possible that the transfer of kinetic energy to the vibrational modes of the cluster is more 

efficient with higher kinetic energy and therefore leads to a greater possibility of capture. 

The set of histograms for a 40K Ar55 cluster, shown in figure 3 reveal the same qualitative trends for 

the kinetic energies as shown in figure 2.   One small point to note is that the maximum capture impact 
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parameter has increased from 11 Angstroms for a 3 OK cluster to 12 Angstroms for a 40K cluster. This is 

due to the increased area occupied by the cluster due to larger vibrations from the thermal energy of the 

cluster. 

The 50K trajectories, presented in figure 4, again show the same qualitative trends of the 30K and 

40K trajectories. There is not as significant an enhancement of capture with higher kinetic energies of the 

dopant atoms as in the two other studies, but it is present for the range of 0-1 Angstrom impact parameter. 

We also see an increase in the maximum impact parameter to 13 Angstroms for a 50K cluster. 

Figure 5 shows the capture of a Na atom by a 30K Ar55 cluster for the 3 kinetic energies. Please note 

that for this graph, the range of the ordinate has been decreased from 1.0 to 0.30. The capture fractions for 

Na are smaller than for Ar, which is consistent with the smaller De for Na-Ar interaction relative to Ar-Ar 

(Table 1). 

It is apparent from figure 5 is that there is no capture of Na dopant atoms beyond the edge of the 

cluster for energies larger than 0.05 eV. It is also shown that there is a significant decrease in capture of 

the Na atom with increasing kinetic energy. The most striking difference in the capture profile relative to 

Ar-Ar55 occurs at small impact parameters. In Ar-Ar55, the smallest impact parameters had the largest 

capture fractions. For a Na atom, the peak in fraction captured is between 2 and 3 Angstroms for kinetic 

energies of 0.05 and 0.20 eV and between 4 and 5 Angstroms for kinetic energies of 0.10 eV. 

The capture of Na by a 40K Ar55 cluster (figure 6) shows the largest capture fractions for the smallest 

impact parameters, which is in line with the Ar-Ar55 studies. As in the 3 OK graph in figure 4, we find that 

there is little capture for atoms with energies larger than 0.05 eV at the edge of the cluster and beyond. 

Figure 7 exhibits the same qualitiative trends for the Na atom being captured by a 50K cluster of Ar55. 

The total capture efficiency was calculated for each pair of kinetic energy and cluster temperature. 

These efficiencies were calculated as 

„ . /]captured trajectories ._. 
efficiency = ^-W     ,    • (2) 

2_j total trajectories 

The results were tabulated for impact parameters up to 13 Angstroms and can be found in Table 2. 

The efficiency of capture of an Ar atom by a Ar55 cluster decreases with increasing cluster 

temperature for a given kinetic energy. The oppositetrend is seen for Na atoms captured by Ar55. For both 

systems, the efficiency decreases with increasing gas atom kinetic energy for a given cluster temperature. 
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Table 1: Interaction energies (De, in cm'1) for the listed atoms with Ar 

D* 

Ar 99.0 

Na 40.0 

B 94.5 

i 2: Tota 1 capture effici encies for Ar an d Na atom capture by Ar„ clu 

30K 40K 50K 

Ar 0.05 eV 0.59 0.54 0.52 

0.10 eV 0.43 0.42 0.44 

0.20 eV 0.40 0.39 0.38 

Na 0.05 eV 0.10 0.12 0.14 

0.10 eV 0.02 0.05 0.07 

0.20 eV 0.00 0.01 0.01 

Figure 1 
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Figure 2 
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Figure 4 
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Figure 6 
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Theoretical   Studies   of   Some   HEDM   Species; 
Cyclic   O4, Cyclic O3,   and   Cubane. 

Stephen P. Walch 
Thermosciences   Institute 

MS  230-3 
NASA Ames Research Center 

Moffett Field, CA 94035-1000 

Extended     Abstract 

Calculations have been carried out for a number of HEDM species 
using CASSCF/derivative and CASSCF/ICCI methods. Systems which 
have been studied to date include: cyclic O4, cyclic O3,  tetrahedral 
N4, and the singlet potential energy surface of cubane. 

Cyclic O4 is of interest both as a potential HEDM species and 
because of its possible role in the ozone deficit problem in 
atmospheric  chemistry.  We have studied the pathway' for 
decomposition from the D2d minimum through a saddle point of C2 
symmetry (See Fig. 1. ). This result is in agreement with the work of 
Seidl and  Schaeferl. The approximate location of the singlet triplet 
crossing was obtained by computing the triplet energies at the 
geometries along the pathway for the singlet state. The barrier to 
decomposition is found to be about 9 kcal/mol from ICCI calculations 
with the cc-pVDZ basis set. Calculations with larger basis sets (see 
Table I) have been carried out using the ACPF method. These 
calculations show an increase in the barrier height of 5.7 kcal/mol 
for the cc-pVTZ basis set as compared to the cc-pVDZ basis set. Also 
correlating the 02s like orbitals, which were frozen in the ICCI 
calculations, lowers the barrier height by 0.6 kcal/mol for the cc- 
pVTZ basis set. Combining these effects leads to a best estimate for 
the barrier height of 14 kcal/mol. From Fig.  1 it is seen that the 
singlet triplet crossing occurs near the saddle point for dissociation 
on the singlet surface. It is expected that larger basis sets would 
lower the singlet surface with respect to the triplet surface and shift 
the crossing to be outside the barrier. 

For cyclic O3 we have focused on the crossings between the 
lowest five surfaces ( X^Ai, 2*Al, *A2, *Bi, and *B2) to provide 
some insight into ways to form cyclic O3 photochemically. These are 
state averaged CASSCF/ICCI calculations with the cc-pVTZ basis set, 
for C2v constrained geometries, over a grid in the OO distance and 
OOO angle, which spans the region between the ring and open forms 

199 



of ozone. ( See Fig. 2.) The crossing region between the X*Ai and 
2!AI surfaces is in agreement with the work of Xantheas et al 2. The 
calculations  show a crossing between the *A2 state and the *Ai 
manifold near the crossing region of the X*Ai and 2*Ai surfaces. 
Excitation to appropriate rovibrational levels of the  *A2 state may 
constitute a photochemical route to the ring form of ozone. This is a 
point that merits further study. Excitation to the 2*Ai or !ß2  states 
is not likely to lead to ring ozone, since these states are known to 
photodissociate. 

We have studied the decomposition pathways for cubane to 
benzene plus acetylene and to cyclooctatetraene on the singlet 
surface (See Fig. 3). This process has been studied previously3 at a 
lower level of theory. We have also studied the ground and excited 
states for the photochemical ring closure step. (See Fig. 4 and Table 
II.) Fig. 4 shows the l*Ai and 2^1 states of cubane along the 
pathway for ring opening on the  l*Ai   surface. Table.II shows the 
vertical  excitation  energies  and  oscillator  strengths  at  the 
equilibrium   geometry   of  the   intermediate   which   undergoes 
photocyclization.   The  2*Al state, which closes to cubane, can be 
described as a double triplet n to %* excitation with respect to the 
ground state. Thus, this state has only a small oscillator strength with 
respect to the ground state. However, there is a singlet % to TC* state 

(^2) at nearly the same energy and excitation to this state followed 
by intersystem crossing could lead to the triplet K to n* state. It has 
been stated in the literature that the photocyclization step does not 
occur for cubane itsself but does for substituted cubanes. These 
calculations suggest that if appropriate levels of the  Iß2  state were 
excited that ring closure could occur. It is possible that the 
experimental  attempts  to bring  about the ring closure have not 
involved the correct (i.e. high enough in energy) excitation to bring 
about the closure step. It would be useful for experimental studies of 
this process to be carried out using the computed results as a guide. 
Another possibility is to generate the 2*Ai state in solution using 
triplet energy transfer.  This would have the advantage of rapid 
vibrational relaxation of the initially formed cubane molecule. 

References. 
1. E.T. Seidl and H.F. Schaefer, III., J. Chem. Phys., 96,   1176(1992). 
2. S.S. Xantheas, G.J. Atchity, S.T. Elbert, and K. Ruedenberg, J  Chem 
Phys., 94,   8054(1991). 
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Table I. Computed Barrier Height for Dissociation of Cyclic O4 ( ACPF 
calculations with (4/4) CASSCF reference). 

pVDZ (02s pVTZ (02s pVTZ (02s 

frozen) frozen) correlated) 

sp2 -299'.50956 -299.68493 -300.06190 

mini -299.52077 -299.70520 -300.08120 

AE* 7.0 12.7 12.1 

a Barrier height in kcal/mol. 

Table II. Vertical Excitation Energies for Cubane at the Equilibrium 
Geometry  of the  Photocyclization  Intermediate. 

State ICCia AED T.M.C 

2 lAl -307.09335(-.09339) 188.6 -0.009 

U2 -307.09991(-.10432) 181.8 0.0 

!ß2 -307.10921(-.11246) 176.6 0.611 

3A2 -307.24433(-.24442) 93.8 

3B2 -307.24495(-.24504) 93.4 

X lAl -307.39381(-. 39396) 0.0 

a ICCI(ICCI +Q + 307.) where +Q denotes the multireference 
Davidson's   correction. 
b Energy difference in kcal/mol. 
c Transition moment integral in atomic units. 

201 



■10.0 
2.8     3.0    3.2     3.4     3.6     3.8    4.0 

Fig. 1 Pathway for dissociation of cyclic O4.    From ICCI calculations 
with the cc-pVDZ basis set and an (8/8) CASSCF active space. 
(Energies  in kcal/mol.) 
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Theoretical Ab Initio Study of CN202 Structures: Prediction of 

Nitryl Cyanide as a High-Energy Molecule. 

Anatoli A. Korkin,1 Jerzy Leszczynski," and Rodney J. Bartlett" 

'The Quantum Theory Project, University of Florida, Gainesville, Fl, 32611-8435, 
"Department of Chemistry, Jackson State University, Jackson, MS 39217 

In our previous work1 we have considered a number of potentially metastable and 

energetic molecules, such as N3H3,
la N4, N8,

lb'c HN5, N10
Id and others. Other classes of 

energetic species built upon C-N02 and N-N02 linkages, strained ring systems and 

allenic type bonds are under consideration. The question arises whether simple systems 

involving C ,N, O and other light atoms offer uninvestigated molecules, potentially 

interesting in the search for new types of rocket propellants and explosives. 

Extending our theoretical search and investigation of high-energy molecules, we 

have accomplished a correlated ab initio study of CN202 structures, energies, 

interconversion and decomposition barriers, as well as their precursors and 

decomposition products for a series of possible reactions (see Fig. 1 and 2.).2 

Dissociation and transformation barriers and dissociation energies were computed at an 

uniform highly correlated level to estimate the potential stability and chemical reactivity 

of different isomeric forms. Geometrical parameters of stationary structures, minima and 

transition states (TS), for the CN202 potential energy surface (PES) and related 

molecules and radicals were optimized at the MBPT(2)/6-31G* level and then 

characterized by calculations of analytical harmonic vibrational frequencies. More 
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rigorous couple cluster methods3 including single, double and triple excitations 

(CCSD(T)) combined with larger TZ2P basis sets have been employed for computations 

of single-point energies. All calculations were done with the ACES II program system.4 

Energy comparisons are discussed at the CCSD(T)/ZT2P//MBPT(2)/6-31G* level. 

The most energetically favorable CN202 form, rrans-nitrozoisocyanate (1) is 113 

kcal/mol higher in energy than the most stable dissociation products, N2 and CO2, but its 

18 kcal/mol dissociation barrier is rather small for any but low temperature gas phase or 

matrix observation. As a collision complex in combustion of nitrogen-containing 

compounds,51 is responsible for a non-Arrhenius behavior of the rate constant in the gas 

phase reaction between NCO and NO radicals. Formation of 1 from NCO and NO is 

exothermic by 33 kcal/mol. 

1.191 

1.180 1.245 

128.5° 

1, Cs (0) 2, C2v 

1.597 
1326 

164.8' 

j, v_^s 
4,C* 
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We believe that three higher energy isomers nitryl cyanide (2), nitrozofiilminate 

(3) bicyclic form (4) are potentially interesting species for experimental verification. 

Relative energies of 2, 3 and 4 are higher by 38, 69 and by 77 kcal/mol than 1, 

respectively. Thus their energy releases are also higher by these values than the heat of 

dissociation of 1 into N2 and C02. 

The reasonably large values of the C-N bond dissociation energy (59 kcal/mol), 

and of the barrier to decomposition into N2 and CQ2 (54 kcal/mol), make nitryl cyanide 

potentially interesting as a rocket propellant or an explosive. Our estimate of the heat of 

formation of 2 and its exothermicity in decomposition into N2 and C02 are 60 kcal/mol 

and 150-155 kcal/mol, respectively. The rough estimation of the specific impulse (Isp = 

380 sec) for 2 shows its propulsion capacity to be comparable to the hydrazine-oxygen 

mixture: N2H4 (g) + 02 (g) -» N2 (g) + H20 (g) (390 sec). Furthermore, dimers and 

trimers of nitryl cyanide can readily be envisioned which have similar energy/mass ratio 

but might offer higher stability and alternative synthetic routs. One of 02NCN self- 

agregates, aromatic 2,4,6-trinitro-l,3,5-triazine (5) is under our current consideration 

(see Fig. 3).6 Although 5 is somewhat less energetic than 2, it is expected to be more 

stable and have a higher density. Our estimated heat of formation of 5 (110 kcal/mol) 

suggests its higher propulsion and explosive capacity than RDX. 

Nitrozofulminate (3) is potentially more energetic than nitryl cyanide, but it is 

also less stable, as its 32 kcal/mol C-N bond dissociation energy is only about half of the 

nitromethane value. Two equivalent topomeric forms of 3 have 12 kcal/mol 

interconversion barriers, which can be possibly verified by a low temperature dynamic 

NMR study. 
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The bicyclic form, C2V 4 (suggested in ref. 7) is the most energetic, but it can also 

be least stable due to its ring strain, and relatively low barrier to decomposition (29 

kcal/mol) and high energy release in decomposition to N2 and CO2 (190 kcal/mol). 

Selected triplet CN202 structures, considered in this study, have considerably 

higher energies than the corresponding singlets, and apparantly do not-offer alternative 

(lower energy) decomposition paths. 

(1) (a) Magers, D.H.; Salter, E.A.; Bartlett, R.J.; Salter, C; Hess, B.A., Jr.; 

Schaad, L.J. J. Am. Chem. Soc. 1988,110, 3435. (b) Lauderdale, W.J.; Myers, W.J.; 

Bernholdt, D.E.; Stanton, J.F.; Bartlett, RJ. Proceedings of the High Energy Density 

Materials Contractors Conference, 25-28 February, Long Beach, CA, 1990, p. 121. (c) 

Lauderdale, W.J.; Stanton, J.F.; Bartlett, R.J. J. Phys. Chem. 1992, 96, 1174. (d) Ferris, 

K.F.; Bartlett, R.J. J. Am. Chem. Soc. 1992,114, 8302. (e) Stanton, J.F.; Gauss, J.; 

Bartlett, R.J.; Helgaker, T.; Jorgensen, P.; Jensen, H.J.; Taylor, P.R. /. Chem. Phys. 

1992, 97, 1211. (f) Cernusak, I.; Beck, S.; Bartlett, R.J. /. Phys. Chem. 1992, 96, 10284. 

(g) Cernusak, I.; Urban, M.; Ertl, P.; Bartlett, R.J. J. Am. Chem. Soc. 1992,114, 10955. 

(h) Korkin, A.A.; Balkova, A.; Bartlett, R.J.; Boyd, R.J.; Schleyer, P.v.R. J. Phys. Chem. 

1996,100, 5702. 
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Quantum Theory Project: University of Florida. 
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Theoretical Studies of 1,3,3-trinitroazididine (TNAZ) 
and l,3-dinitro-l,3-diazacyclobutane 

H. H. Michels 
United Technologies Research Center 

East Hartford, CT 06108 

ABSTRACT 

We have carried out an extensive set of calculations on 1,3,3-trinitroazididine (TNAZ). 
Eight possible conformations of TNAZ were examined at the HF/3-21G and HF/6-3 IG* levels 
of theory. The ground state conformation has the nitro groups at ring positions 1 and 3 in a 
perpendicular trans-arrangement, relative to the azididine ring. A second very low-lying 
conformation (+0.3 kcal) has the nitro groups at ring positions 1 and 3 in a perpendicular cis- 
arrangement to the azididine ring. There appears to be nearly free rotation of the nitro-groups at 
ring position 3. We calculate a transition state energy of+2.0 kcal when both nitro groups at 
position 3 are perpendicular to the azididine ring. Calculations at the MP2/6-3 IG* level of 
theory are in progress on TNAZ. If similar energetics are found at this correlated level of theory, 
there may be more than one polymorph of this compound. 

Based on a fully optimized Cs structure (25 geometric parameters), we have calculated the 
heat of formation of this molecule using the method outlined by Ibrahim and Schleyer [M. R. 
Ibrahim and P. v R. Schleyer, Journal of Computational Chemistry, 6,157 (1985). We obtain a 
value, AHf° (25°C) of + 35.0 kcal/mol, for the gas phase heat of formation. Estimated 
corrections for the sublimation energy indicate that TNAZ is more energetic than 3-nitro-1,2,4- 
triazol-5-one [NTO] but less energetic than the recently synthesized [SRI, private 
communication] l-amino-3-nitro-1,2,4 triazole compound. Our calculated density [H. H. Cady, 
Report LA-77LO-MS, Los Alamos Scientific Laboratory, 1979] for TNAZ is 1.78 g/cc, slightly 
greater than that for NTO (1.75 g/cc). 

In addition to our studies of TNAZ, we have undertaken an evaluation of 
cyclodimethylenedinitramine (l,3-dinitro-l,3-diazacyclobutane). This compound is the smallest 
ring member in the RDX, HMX nitramine series. We find a stable C2v structure with lAx 

symmetry. Our estimated heat of formation of this new compound is +54 kcal/mol, indicating 
that this is a much more energetic structure than either RDX or HMX. Our calculated solid 
density is 1.76 g/cc (Cady's method), a value somewhat smaller than that for RDX 
(1.80 g/cc). 

Correlated calculations were also undertaken for this smallest ring member in the RDX, 
HMX nitramine series. A stable C2v structure with !Aj symmetry is found at the MP2/6-31G* 
level of theory. The lowest frequency mode [a! = 64 cm ] is a symmetric axial stretch of the 
C-N-C-N ring indicating that this compound may have lower ring strain energy than expected, 
offering some chance for ring closure in synthesis attempts. 

Supported in part by AFPL under Contract F04611-90-C-0009. 
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Discussion 

Cyclic nitramines that also contain geminal dinitroalkyl groups have recently been 
synthesized. "   These compounds may exhibit an increase in oxygen balance over the 
corresponding compounds with mononitroalkyl groups. A compound of primary interest in this 
group is 1,3,3-trinitroazididine [TNAZ], a four-membered ring in the RDX, HMX series which 
exhibits a single dinitroalkyl group. Other compounds in this series include 1,3,5,5- 
tetranitrohexahydropyrimidine [DNNC] and l,3,3,5,7,7-hexanitro-l,5-diazacyclooctane 
[HNDC], which are analogues of RDX and HMX, respectively. 

We have carried out an extensive set of ab initio calculations on 1,3,3-trinitroazididine 
(TNAZ). Eight possible conformations of TNAZ were examined at the HF/3-21G and HF/6- 
31G* levels of theory. We find two low-lying conformations for TNAZ as illustrated in Figures 
1 and 2. The ground state conformation, shown in Figure 1, has the nitro groups at ring positions 
1 and 3 in a perpendicular trans-arrangement, relative to the azididine ring. A second very low- 
lying conformation (+0.3 kcal), shown in Figure 2, has the nitro groups at ring positions 1 and 3 
in a perpendicular cis-arrangement to the azididine ring. There appears to be nearly free rotation 
of the nitro-groups at ring position 3. We calculate a transition state energy of+2.0 kcal when 
both nitro groups at position 3 are perpendicular to the azididine ring. Figure 3 illustrates the 
geometry of this transition state. If similar results are found at a correlated level of theory, there 
may be more than one polymorph of this compound. 

Correlated calculations of the ground state of 1,3,3-trinitroazididine (TNAZ) were next 
attempted. This system, however, proved to be too extensive for our current computer 
capabilities. Based on a fully optimized Cs structure (25 geometric parameters), we have 
calculated the heat of formation of this molecule using the method outlined by Ibrahim and 
Schleyer.5 We obtain a value, AHf° (25°C) of + 35.0 kcal/mol, for the gas phase heat of 
formation. Estimated corrections for the sublimation energy indicate that TNAZ is more 
energetic than 3-nitro-l,2,4-triazol-5-one [NTO] but less energetic than the recently synthesized 
l-amino-3-nitro-l,2,4 triazole compound.6 Our calculated density for TNAZ is 1.78 g/cc (Cady's 
method), slightly greater than that for NTO (1.75 g/cc). 

In addition to our studies of TNAZ, we undertook an evaluation of 
cyclodimethylenedinitramine (l,3-dinitro-l,3-diazacyclobutane). This compound is the smallest 
ring member in the RDX, HMX nitramine series. We find a stable C2v structure with lA\ 
symmetry as illustrated in Figure 4. Our estimated heat of formation of this new compound is 
+54 kcal/mol, indicating that, on a mass basis, this is a much more energetic structure than either 
RDX or HMX. Our calculated solid density is 1.76 g/cc (Cady's method), a value somewhat 
smaller than that for RDX (1.80 g/cc). 
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Correlated calculations of cyclodimethylenedinitramine (l,3-dinitro-l,3-diazacyclobutane) 
were undertaken for this smallest ring member in the RDX, HMX nitramine series. A stable C2v 

structure with 'AJ symmetry is found at the MP2/6-31G* level of theory. The lowest frequency 
mode [a! = 64 cm"1] is a symmetric axial stretch of the C-N-C-N ring indicating that this 
compound may have lower ring strain energy than expected, offering some chance for ring 
closure in synthesis attempts. We suggest HEDMX as an identifier for this new cyclic nitramine. 
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(nitro groups at ring positions 1 and 3 are trans to ring) 

Figure 1. 1,3,3-trinitroazididine (trans) in Cs Symmetry - [*A'] 
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(nitro groups at ring positions 1,3 are eis to ring) 

1AM Figure 2. 1,3,3-trinitroazididine (cjs) in cs Symmetry - [ A'] 
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1A.! Figure 3. l,353-trinitroazididine Transition State in Cs Symmetry - [A'] 
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(smallest member of RDX, HMX nitramine series) 

Figure 4. l,3-dinitro-l,3-diazacycIobutane in C2v Symmetry - [lAf] 
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NTO — Tautomerism, lonization, and Bond Dissociations. 

Nathan J. Harris and Koop Lammertsma 

Department of Chemistry, University of Alabama at Birmingham, Birmingham, Alabama 

35294-1240. 

5-Nitro-2,4-dihydro-3H-1,2,4-triazolone (NTO) is a high energy explosive that is less 

sensitive than the commonly used nitramine explosives RDX and HMX. Considerable 

experimental effort has been spent to understand the mechanism for thermal 

decomposition of NTO.[1] This ab initio molecular orbital study aims contribute to these 

efforts. Our approach is related to our previous ab initio studies on nitroaromatic 

explosives.[2] The work extends a previous ab initio study of NTO tautomerism by 

Ritchie. [3] 

Calculations were carried out using the Gaussian 94 suite of programs. The 

optimized geometries and harmonic vibrational frequencies for neutral tautomers, anions, 

and radicals (a total of 31 structures) were computed at the (U)HF/6-31+G* theoretical 

level. A subset of the most important structures (see Figure 1) was selected for higher 

level calculations at the B3LYP/6-311 +G**//B3LYP/6-31 +G* and MP2/6-311 +G*7/MP2/6- 

31+G* theoretical levels. 

Calculations were also done on tautomerization, ionization, and bond dissociations 

for nitromethane, as a small test molecule. Again, energies were computed at the SCF, 

MP2, and B3LYP theoretical levels. These were compared with more accurate energies 

computed using G1 and G2 theories.[4] 

NMR properties for the NTO tautomers and anions were computed using the 

continuous set of guage transformations (CSGT) method, which is standard in Gaussian 

94, at the B3LYP/6-311+G** theoretical level. These calculations included proton NMR 

chemical shifts (referenced to tetramethylsilane), and magnetic susceptibility anisotropies. 

The computed energies for ionization, tautomerization, and bond dissociation 

energies of nitromethane (a small test molecule) are listed in Table 1. The MP2 and 

B3LYP energies are quite similar, and are better than the Hartree-Fock energies. Both the 
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MP2 and B3LYP methods underestimate the C-N bond dissociation energy by 7-8 

kcal/mol. Otherwise, these two methods give satisfactory energies in comparison with 

more accurate energies computed with G1 and G2 theories. 

X-ray crystal structures were reported for the 1,3-diaminoguanidinium and 

ethylenediammonium salts of NTO.[5] In both salts NTO is deprotonated at N4, 

corresponding to structure 9 in Fig. 1. Table 2 presents a comparison of the theoretical 

geometry for 9 with the experimental geometry for the diaminoguanidinium salt. The MP2 

and B3LYP geometries are generally in good agreement with the experimental geometry. 

The largest differences between theory and experiment are in the N2-C3 bond length and 

in the angles around the carbonyl group (Table 2). Crystal packing effects might explain 

these differences. 

Anion 9, deprotonated at N4 (see Fig. 1), is more stable than anion 8, deprotonated 

at N2, but the energy difference is small (Table 3). Anion 9 is delocalized over two 

nitrogens (N1 and N4), while 8 is delocalized over N2 and C5. The electronegativity 

difference between carbon and nitrogen explains the greater stability of 9. The difference 

in stabilities would be larger without the presence of the electron withdrawing N02 

substituent at C5. The computed gas phase proton affinity for the NTO anion is a low 321 

kcal/mol, indicating a high acidity for NTO. This high acidity is expected from the 

delocalized aromatic character of the NTO anions. 

The hydroxy tautomers 2 and 4 (Fig. 1) are only 4-5 kcal/mol less stable than NTO 

at the MP2/6-311+G** level (Table 4). This small energy difference indicates these 

hydroxy tautomers are quite stable, which we attribute to the aromatic character of the 1 -H- 

1,2,4-triazole skeleton. 

Magnetic properties such as the magnetic susceptibility anisotropy and magnetic 

shielding (i.e. proton chemical shifts) are well established criteria for aromaticity. Aromatic 

molecules show a characteristic low frequency shift for the resonance of a hydrogen 

nucleus bonded to the ring, and exalted magnetic susceptibility anisotropies. We have 

computed the 1H NMR chemical shifts (ö) and magnetic susceptibility anisotropies (Xanis) 

for the NTO tautomers and anions. These are given in Figure 1. From the computed 

magnetic properties, the aromaticity of the NTO tautomers is in the order 4 > 2 > 3 > 1. 
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Comparison of the Xan* values suggests anions 8 and 9 are more aromatic than NTO (1). 

Homolytic bond cleavages and hydrogen atom transfers are known to play a role 

in initiating the decomposition of other nitroaromatic explosives, so we have computed 

several bond dissociation energies for NTO and its tautomers (Table 5). As expected, the 

bond dissociation energies computed with UHF theory are very much underestimated. 

The C-N02 bond strength in NTO is 61.1 kcal/mol at the B3LYP/6-311+G** level. 

We note that the C-N02 bond strength in nitromethane is underestimated by 9 kcal/mol at 

this level of theory, so our best estimate for the true bond strength in NTO is 70 kcal/mol. 

This value is quite reasonable compared with the observed C-N02 bond strength of 

71.4±2.0 kcal/mol in nitrobenzene. We conclude that C-N02 bond homolysis can play an 

important role in the NTO decomposition at high temperatures or under conditions of shock 

or impact. The importance of C-N02 bond cleavage under such conditions is well 

understood for other nitroaromatic explosives. 

The B3LYP/6-311+G** bond strengths for the N2-H and N4-H bonds of NTO are 

respectively 97.7 and 93.4 kcal/mol. These are not unusually weak N-H bonds, but that 

does not rule out the possibility that hydrogen atom transfers play a role in the 

decomposition of NTO. Indeed, the observed[6] primary deuterium kinetic isotope effect 

for decomposition of NTO in the condensed phase suggests that the N-H bond is important 

in the decomposition mechanism. 

The B3LYP/6-311+G** bond strength for the N-OH bond in aci-nitro tautomer 5 is 

a low 38 kcal/mol. This suggests that the N-OH bond could break to release a reactive 

hydroxy radical in the initial stages of the NTO decomposition. The importance of N-OH 

bond cleavage is recognized for other nitroaromatic explosives, such as 2,4,6- 

trinitrotoluene, picramid, and picric acid. In these compounds the aci-nitro tautomers can 

be formed by a concerted intramolecular hydrogen atom rearrangement. In NTO this 

concerted route for formation of the aci-nitro tautomer is not possible, but the aci tautomer 

might be formed by a base-catalyzed pathway in the condensed phase. 
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Figure 1. NTO tautomers, anions, and radicals. 1H NMR chemical 
shifts for NH protons are in small italic type. Magnetic susceptibility 
anisotropies are in parentheses. (Magnetic properties were computed 
at the B3LYP/6-311+G** level.) 
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Table 1.   Energies in kcal/mol for Nitromethane Tautomerism, lonization, and Bond 
Dissociations, computed with 6-311+G** basis. 

(U)HF B3LYP MP2 G2 

CH3N02/CH2N02H 16.2 18.2 13.7 14.1 

CHaNCyCHjNGY + H+ 360.7 359.3 352.1 355.2 

CHaNCVCHa + N02 36.1 52.4 52.6 61.0 

CH,NO,/CH,NO, + H 75.7 98.6 95.1 101.3 

Table 2. Experimental and B3LYP/6-31+G* Geometries for 
NTO Anion 9. 

Bond Lengths (angstroms) Bond angles (degrees) 

Bond B3LYP             Expt. Angle B3LYP             Expt. 

1-2 1.359              1.363 1-2-3 113.0             111.2 

2-3 1.416              1.367 2-3-4 105.0              107.7 

Z-A 1.373              1.353 3-4-5 103.5              102.2 

4-5 1.328              1.309 4-5-1 118.9              118.6 

5-1 1.344              1.334 5-1-2 99.6               100.3 

3-6 1.243              1.267 2-3-6 123.6              125.3 

5-7 1.453              1.449 1-5-7 118.6              120.4 

7-8 1.241               1.222 5-7-8 118.6              118.7 

7-9 1.236              1.224 8-7-9 123.6              124.0 
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Table 3. NTO Deprotonation Energies in kcal/mol, computed with 6-311+G** Basis. 

Anion 

8 

9 

RHF MP2 B3LYP 

333.4 

326.3 

324.8 

319.7 

321.3 

320.6 

Table 4.   Relative Energies of NTO Tautomers in kcal/mol, computed with 6-311+G* 
Basis. 

Tautomer RHF MP2 B3LYP 

1 0.0 0.0 0.0 

2 5.4 4.4 8.8 

3 12.6 11.6 14.4 

4 9.6 4.7 9.7 

5 29.6 31.9 26.2 

6 37.4 28.0 29.7 

7 16.5 17.7 18.3 

Table 5. Bond Dissociation Energies in kcal/mol, Computed with 6-311+G** Basis. 

UHF B3LYP 

NTO/10 + H 72.6 97.7 

NTO/11+H 69.4 93.4 

NTO/12 + N02 42.4 61.1 

5/13 + OH -14.4 38.3 
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Towards the Synthesis and Identification of Tetrahedral N4. 
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Thermosciences Institute, MS 230-3 

NASA Ames Research Center, Moffett Field, CA 94035-1000 

Timothy J. Lee 
Mail Stop 230-3, NASA Ames Research Center, Moffett Field, CA 94035-1000 

ABSTRACT: Tetrahedral (Td)-N4 has attracted attention as a high energy density 
material candidate. Although computational studies have shown Td N4 to be a 
stable structure on the ground-state potential energy surface, it has yet to be 
experimentally observed. This study investigates possible synthetic pathways via 
excited state surfaces. Preliminary results include a comparison of vertical 
excitation energies from Td N4 using CIS, CIS(D), LRCCSD, and CASSCF ab 
initio methods. Previous studies have predicted weak IR vibrational intensities. 
Therefore, alternative detection schemes of Td N4 will also be investigated, such as 

UV and vibrational Raman spectroscopy. 

Introduction 
Tedrahedral N4 has attracted considerable interest as a possible high 

energy density material. [1-4] The energy difference between Td N4 and two 
ground state N2 molecules has been determind to be 186 kcal/mol, while the 
barrier separating these species was found to be about 61 kcal/mol. [1] This large 
barrier is due to the electronic configurations of Td N4 and two ground state N2 

molecules differing by a double excitation. The barrier (transition state) is the 
result of an avoided crossing between the two electronic states dominated by these 
configurations. 

The existence of a singlet—triplet crossing with the 3 A" surface was found to 
lower the barrier to approximately 28 kcal/mol (about half the spin-allowed decay 
channel). [2] This intersystem crossing must be considered when determining the 
TdN4 lifetime. 
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Goals of this study 
• Td N4 has yet to be experimentally observed. This study investigates possible 

synthetic pathways via excited electronic states. If an excited electronic state of N4 

with near-tedrahedral geometry exists, it may be possible to approach the ground 
state Td N4 by forming the excited electronic state and then decaying to the ground 

state. 
• The preliminary studies here are to investigate excited state methods 
appropriate for the N4 system. The methods presented here include CASSCF, 

CIS, CIS(D), and LRCCSD. In addition, CASPT2 and MRCI methods will be 
investigated. 

• Preliminary construction of a symmetry and orbital correlation between 
electronic states of N4 andN2 diatom fragments. 

Excited State Methods 
1) CASSCF — complete active space self-consistent field. This method 

includes mainly non-dynamical electron correlation and can therefore 
exhibit large errors when dynamical correlation is important. The size of 
active space is also rather limiting — in the present case only the 2p 
orbitals and electrons could be included in the active space (12 electrons in 
12 orbitals). 

2) CIS — configuration interaction singles, or diagonalization of the CI 
singles matrix. Takes advantage of the fact that the ground (reference) 
state has a zero matrix element with singly excited states due to Brillouin's 
theorem. The excited state energies effectively contain no electron 
correlation contribution (neither dynamical nor non-dynamical) and 
therefore CIS can often produce large errors. 

3) CIS(D) — second-order perturbation correction to CIS. This is essentially 
the excited state equivalent of MP2 for ground electronic state calculations. 
Benchmark studies indicate that for valence excited states CIS(D) is usually 
pretty good, within about 0.2-0.5 eV for vertical excitation energies of much 
more sophisticated calculations. Rydberg states are not as well described. 

4) LRCCSD — linear response singles and doubles coupled-cluster theory. 
This method gives identical excitation energies to the Equations of Motion 
method (EOM-CCSD). Benchmark studies, comparing to very accurate 
experiments or multireference CI calculations, indicate that LRCCSD 
vertical excitation energies are usually accurate to about ±0.1 eV provided 
that the excited state is primarily a single excitation away from the ground 

(reference) state (i.e., a singles weight of 0.7 or greater). 
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Basis Sets 
One-particle basis sets: 
1) DZP — the standard Huzinaga-Dunning [4s2p] double zeta basis 

augmented with a single set of d polarization functions (ccd = 0.80). 
2) TZ2P — the standard Huzinaga-Dunning [5s3p] triple zeta basis 

augmented with two sets of d polarization functions (ad = 1.654 and 0.469; 

these are from Dunning's correlation consistent basis sets). 
3) ANO — Atomic natural orbital basis sets. A 4s3p2dlf ANO basis set is 

denoted [4321], for example. 

Results 
Table 1. T<j N4 Vertical excitation energies (eV). 

State 
main 

excitation 
CASSCF SA-CASSCFb 

DZP TZ2P DZP TZ2P 

V 0.85786563 0.882 995 75 0.83884111 0.866248 35 

iTl (e-rtj) 11.06 11.18 10.00 9.96 

JT2 
(e-*!) 12.56 12.68 11.13 11.14 

2A2 
(t^ti) 13.86 14.01 11.49 11.61 

% (tfc-rti) 14.25 14.40 11.87 12.00 

1T1 (t2-»t!) 14.29 14.42 12.02 

% (e-^) 14.68 14.80 13.31 

a Using CCSD(T)/ANO[432] ground state geometry of Lee and Rice.fl] 
b Using [12+12] CAS which includes all N(2p) orbitals. CASSCF results use 

ground state orbitals, SA-CASSCF use state averaged orbitals — all sixteen 
states for DZP basis set and lowest ten states for TZ2P basis set results. 

c Ground state energies are given as -(217 + value) EJJ. 
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Table 2. T^ N4 Vertical excitation energies (eV)a 

State 
main 

excitation CIS CIS(D) 
LRCCSD 

Energy wgt.b 

iTl (e-rtj) 9.06 9.67 9.36 0.833 

% (e-^ti) 10.61 9.96 10.03 0.790 

*A2 (t^tj) 11.23 9.88 10.05 0.767 

% (t^ti) 10.54 10.21 10.09 0.813 

% (t2-»t1)c 10.25 10.39 10.26 0.825 

XT2 
(e->t2) 11.49 10.74 10.66 0.812 

a    Using CCSD(T)/ANO[432] ground state geometry of Lee and Rice.[l]    All 
methods used TZ2P basis set 

"  Norm of singles amplitudes. 
c Main excitation for CIS state is (e->t2)  though there is  a considerable 

contribution from (t2—»t^ 

Conclusions 
• CASSCF results are not adequate. They give qualitatively accurate 
descriptions, but the energetics are inaccurate. CASPT2 and MRCI methods will 
add dynamical correlation, but become costly (and difficult). 
• It appears that CIS(D) gives reasonably accurate agreement with LRCCSD 
and may be the method to use to search further details of excited states surfaces. 
• Considering energetics alone, it does not appear too likely that excited 
singlet states will give an experimental synthetic route, though further studies 
are necessary. 
• We will also be investigating pathways via states of N3 + N, triplet states, 
and excited states of cation N4

+. 
• In addition, previous studies have predicted fairly weak IR vibrational 
intensities. [1] Future work will investigate alternative detection schemes of Td N4, 
such as UV and vibrational Raman spectroscopy. 
References 
1) T. J. Lee and J. E. Rice, J. Chem. Phys. 94 1215 (1991). 
2) D. R. Yarkony, J. Am. Chem. Soc. 114, 5406 (1992). 
3) W. J. Lauderdale, J. F. Stanton, and R. J. Bartlett, J. Phys. Chem. 96, 1173 

(1992). 
4) K. M. Dunn and K. Morokuma, J. Chem. Phys. 102, 4904 (1995). 
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CRYOGENIC MONOPROPELLANT FOR ADVANCED ROCKET PROPULSION 
by 

Dr. Thomas M. Flynn 

CRYOCO Inc. 
511 North Adams Ave. 
Louisville CO 80027 
tel (303) 665-8302 
fax (303) 665-0222 

email: Tflynn31130AOL.COM 

work performed under a Phase I SBIR of the USAF fillips 
Laboratory under the direction of Dr. Pat Carrick and Dr. Bill 
Larson. 

This program demonstrated the feasibility of a new cryogenic 
rocket propellant, made by mixing liquid Methane and l^J* 
OXvaen (MOX). Liquid oxygen and liquid methane are completely 
misliole in all proportions, and therefore MOX ?<^}*«£*. 
homogeneous under all conditions of use.  Impact tests (147 in 
all) proved that MOX has a very narrow range if impact 
sensitivity.  MOX is safe to make, transport and handle.  MOX is 
unique ii the field of advanced rocket propulsion, MOX combines 
the best features of solid and liquid rocket propulsion: the 
simplicity of solid rockets with the controllability of liquid 
rockets.  MOX provides an unprecedented means for less expensive 
access to space through a revolution in rocket design.  Work is 
in progress on a Phase II SBIR to demonstrate save production and 
handling techniques, prove a detonation arrester, and examine the 
impact of MOX on future rocket designs. 
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PRODUCTION OF DOPED SOLID HYDROGEN FILMS FOR OPTICAL 
AND THERMAL MEASUREMENTS 

K.S. Ketola, W. Homsi, H.J. Maris, G.M. Seidel 

Department of Physics, Brown University, Providence, Rhode Island 02912 

I. Introduction 
We have constructed an apparatus to study the optical and thermal properties of doped 

solid hydrogen films at temperatures down to 0.4 K, and are currently in the process of test- 
ing the cryostat. The films will be produced by depositing hydrogen from the vapor phase 
onto a substrate held at T<2 K, while the impurity atoms are co-deposited by laser ablation 
of a rotating target. In this paper, we will focus on several unique features of the design 
which will allow for control of most of the parameters effecting the structure of the deposited 
film. 

II. Overview of the Experimental Cells 
The deposition will take place within a vacuum chamber (see Figure 1), referred to as 

the main cell, which is mounted within the common-vacuum region of the dewar. The main 
cell has been constructed from a 11.43 cm diameter thin wall (0.64 mm) stainless steel tube 
which is 12.7 cm long. There are eight optical access ports which have been welded to the 
11.43 cm diameter tube, 45 degrees apart around the circumference and halfway along the 
length of the cell. Hydrogen will enter the main cell through a feedthrough in a 9.5 mm 
thick copper plate which is sealed to the top of the cell with an indium o-ring. During the 
deposition process, hydrogen will flow into the main cell and impurity atoms will be ablated 
from a rotating target and a film will be deposited onto a 1 mm thick quartz substrate which 
is part of a smaller cell (deposition cell) mounted at the bottom of the main cell and held 
at a temperature less than 2 K. The deposition cell is mounted into a hole in the center of 
a 9.5 mm thick copper plate mounted to the bottom of the main cell. The deposition cell 
consists of a copper tube with flanges at both ends for quartz windows, which is soldered to 
a stainless steel support structure which can be bolted into the hole in the bottom copper 
plate of the main cell. The 4He and 3He pots are located below the main cell and they serve 
to cool the bottom copper plate and the deposition cell, respectively. 

III. Design Features 
One of the most important features that we wanted to incorporate into the design was 

the ability to use a helium buffer gas to reduce the kinetic energy of the ablated atoms before 
they reached the deposition substrate. If the impurity atoms reach the substrate with a high 
energy, the resulting local heating of the film may result in appreciable restructuring of the 
film including recombination of the impurities. The idea is to thermalize the impurity atoms 
by having them undergo several collisions with helium atoms on the way to the deposition 
substrate. The helium gas density will be approximately 1015 cm-3 and will be adjusted so 

230 



that an impurity atom will undergo several collisions with helium atoms before reaching the 
substrate, but also so that there will be a low probability of two impurity atoms colliding. To 
make in situ measurements of the helium gas pressure in the main cell, we built a Pirani type 
of pressure gauge (see Figure 2). This gauge makes use of the dependence of the thermal 
conductivity of the gas on the pressure. An 0.8 mm diameter 1.5 cm long copper cylinder is 
wrapped with approximately 200 turns of 0.05 mm diameter CrNi heater wire and is held in 
place inside of a copper tube (4.5cm long, 0.74 cm diameter) which is in good thermal contact 
with the top plate of the main cell. Current in the heater wire will raise the temperature of 
the 0.8 mm diameter copper cylinder relative to the temperature of the copper tube which 
surrounds it and this temperature gradient will increase with decreasing helium gas pressure. 
A thermocouple made of AuFe wire (.07% Fe) and CrNi wire (80% Cr, 20% Ni) is used to 
measure this temperature gradient. The dimensions of the wires and the copper tube were 
choosen to optimize the sensitivity in the pressure range of interest, namely 10~3-10-5 Torr. 

Since we wanted to have hydrogen flowing into the main cell as vapor and then be 
deposited as a solid, the cell had to be able to support a temperature gradient between 10 K 
at the top plate of the main cell and 2K at the bottom. To sufficiently reduce the heat flow 
from the top to the bottom of the cell, we used 0.64 mm thick stainless steel for the walls. 
The deposition substrate had to be transparent so that we could study the transmission of 
light through the doped hydrogen film and yet we also wanted to have superfluid on the 
back side of the substrate during the deposition process in order to more efficiently remove 
heat from the film as it is deposited. So, a separate deposition cell was designed which was 
simply a copper tube with windows at either end and a fill line which allowed helium to 
be added to the region between the two windows. This deposition cell had to be in good 
thermal contact with the 3He pot so that the film could be cooled to 0.4 K, but at the same 
time, the 4He pot had to be cooling the part of the cell that supported the deposition cell 
so as to limit the heat load on the 3He pot. The solution was to have both pots below the 
bottom of the cell, with the 4He pot linked to a copper ring mounted to the bottom of the 
main cell, and then have the deposition cell mounted into the hole in the copper ring. The 
copper body of the deposition cell had to be weakly linked to this copper ring so as to reduce 
the amount of heat flowing into the deposition cell and so a stainless steel support structure 
was soldered to the copper deposition cell. This support structure incorporates a thin-wall 
(0.25 mm) stainless steel tube attached to a stainless steel flange which is then bolted to the 
hole in the copper ring at the bottom of the main cell. 

So, during deposition, the temperature of the hydrogen vapor at the inlet to the main cell 
and the temperature of the deposition substrate will be able to be independently regulated. 
The hydrogen deposition rate will also be able to be controlled. A schematic for the hydrogen 
flow system is shown in Figure 2. The hydrogen flows from a high pressure tank through a 
liquid nitrogen cooled trap, a needle valve, and through a capillary which leads into the dewar 
and connects to a copper can filled with a catalyst to promote ortho-para conversion. This 
copper can is mounted to a copper platform which is weakly linked to the 4 K stage of the 
refrigerator. The temperature of this platform will be able to be regulated at a temperature 
above the triple point of hydrogen, say at 14 K. Para-hydrogen flows out of the bottom of 
the converter through a capillary which forms the high impedance section of the hydrogen 
flow system. Most of the capillary is wrapped around a copper post mounted to another 
separate copper platform. This other platform also has a weak thermal link to the 4 K stage 
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and can be regulated separately from the ortho-para converter. By controlling the pressure 
of the liquid hydrogen in the ortho-para converter, we should be able to control the flow 
of hydrogen through the impedance into the main cell. In order to quickly stop the flow 
of hydrogen through the impedance, the regulating heat applied to the impedance platform 
will be turned off and solid should rapidly form inside the impedance. 

There were several requirements which needed to be fulfilled for the design of the target 
holder. First, the target had to be rotated so that each pulse from the excimer laser would 
be incident on an unablated region of the target. If each pulse was incident on the same 
spot, then the plume of ablated atoms would change from pulse to pulse as a pit developed 
in the target. We also wanted the target to be at a 45 degree angle relative to the deposition 
substrate. The design that we settled upon was to use a motor driven shaft which extends 
from outside of the cryostat into the main cell. The shaft turns a gear which is coupled 
to another gear which has the desired orientation relative to the deposition substrate. This 
second gear has a target holder mounted to it which can accept target disks 2 cm in diameter 
and up to several mm thick. 

IV. Summary 
During the deposition process, we will have control over many of the parameters which 

can effect the structure of the doped hydrogen film. These parameters include: 

• temperature and flow rate of the hydrogen vapor at the inlet to the main cell 

• temperature of the deposition substrate 

• pressure of the helium buffer gas in the cell 

• energy per pulse and repetition rate of the excimer laser 

Our optical and thermal measurements will provide information about the structure of 
the doped film and so we will be able to investigate how changes in the above parameters 
effect the structure of the film. 

232 



MIRROR 

Cu   TOP   PLATE 

MAIN 
CELL 

<■ 

TO   SPECTROMETER 
 <- 

LIGHT 
"SOURCE 

5   CD 

V/INDOW 

DEPOSITION  CELL 

4He   PDT 

■        QUARTZ 

^^^  STAINLESS   STEEL 

%%%%>.  D^HC COPPER 

4He   SHIELD 

Figure 1: Cross-sectional view of the experimental cells. Certain features have been omitted 
for clarity, such as the hydrogen inlet, target support mechanism, and Pirani gauge. 
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Figure 2: Schematic diagrams for the Pirani gauge and the hydrogen flow system. 
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FTIR spectroscopy of the v2(ai) vibration of BC2 in solid Ar 

J. D. Presilla-Märquez, C. W. Larson, P. G. Carrick, and C. M. L. Rittby 
Phillips Laboratory 
Edwards AFB, CA 

ABSTRACT 

The products of vaporization of boron/carbon mixtures around 3000 K were 

trapped in argon matrices at 10 K and tho.ir Fourier transform infrared spectra were 

measured. Analysis of the spectra combined with the predictions of density functional 

theory (DFT) calculations have resulted in the assignment of a previously observed 

vibration at 1194.4 cm'1 to the v2(a.) symmetric "breathing" vibrational fundamental of 

cyclic symmetric BC2. The assignment is supported by ,0B, »B and l3C isotopic data and 

is in good agreement with the theoretical predictions. 

235 



NEW DEVELOPMENTS IN THE MCD SPECTROSCOPY OF HEDM-DOPED 
CRYOGENIC SOLIDS 

Extended Abstract 
1996 HEDM Meeting 
Boulder, Colorado 

John W. Kenney, III 
Heidi A.   Terrill-Stolper 
Chemical Physics Laboratory 

Eastern New Mexico University 
Portales, NM USA 88130 

Theory—Introduction: 

The theory of Monte-Carlo-Magnetic Circular Dichroism (MC-MCD) simulations of the 

MCD spectra of cryogenic alkali metal (M)/rare gas (Rg) matrices has been presented by 

Kenney1 and demonstrated by Terrill-Stolper and Kenney.2    The MC-MCD theory is a 

straightforward extension of the development of Boatz and Fajardo3 for treating the 2S —> 2P 

electronic absorption spectra of M/Rg systems and that of Lawrence and Apkarian4 for treating 

the electronic spectra of 2P halogen atoms isolated in Rg matrices. 

Setting up MC-MCD Simulations: 

The MC-MCD simulations here displayed for the 2S -» 2P MCD spectra of Na/Ar are 

based upon the same sodium/argon potentials employed by Boatz and Fajardo.3 The M/Rg 

lattice vibronic behavior is determined from the lattice "simulation temperature" of 10 K. 

Boltzmann population ratios of the Zeeman-split 2S ground manifold of Na/Ar are determined 

by a variable, user selected "magnetic temperature". The 2P spin-orbit splitting is assumed to 

be the atomic splitting for sodium (17 cm"1), and the magnetic field in the simulation is taken to 

be 1.0 T, a typical value for actual MCD experiments. In some simulations the spin-orbit 

splitting is changed in magnitude and/or in sign from the free atomic Na value. 

Variations Induced by Changes in Assumed Magnitude and Sign of2P Spin-Orbit Splitting: 

MC-MCD simulations reported in the 1995 HEDM Conference showed an MCD sign 

change in the Na/Ar violet triplet as the Na 2P spin-orbit splitting was reduced from large 

positive values -170 cm"1 to small positive values < 17 cm"1 for simulation and magnetic 

temperatures of 10 K with a 1.0 T magnetic field.2    The extant experimental M/Rg MCD 

1 Kenney, J. W., HI Theory of Monte-Carlo Simulations of the Magnetic Circular Dichroism (MCD) Spectra of 
Alkali Metal/Rare Gas Matrices, Final Report, RDL-SFRP AFOSR, 1995. 
2 Kenney, J. W., Ill; Terrill-Stolper, H. A. "Monte-Carlo Simulations of the Magnetic Circular Dichroism 
Spectra of the Matrix-Isolated 2S -»2P 'Violet Triplet'", In Proceedings of the High Energy Density Matter 
(HEDM) Conference, June 1995, Woods Hole, MA, PL-TR 95-3039, pp. 237-240. 
3 Boatz, J.; Fajardo, M. E. J. Chem. Phys. 1994,101, 3472-3487. 
4 Lawrence, W. G.; Apkarian, V. A. J. Chem. Phys. 1994,101, 1820-1831. 
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spectra in the literature are characterized by two down peaks at lower energy and one up peak at 

higher energy (4-it hv ->).5 The 2P spin-orbit splittings extracted from these 2S -^ 2P MCD 

spectra by moment analysis methods are large and negative. It is significant to note that MC- 

MCD simulations in which a large negative spin-orbit splitting is assumed (e.g., -170 cm"1) 

give similar band profiles to those MC-MCD simulations in which a small positive spin-orbit 

splitting is assumed (e.g., 17 cm"1). In other words, caution is in order in extracting 

parameters from experimental MCD spectra. 

Magnetic Temperature Variations in Simulated MC-MCD Spectra: 

Since most experiments with alkali metals isolated in cryogenic rare gas matrices are 

performed in the 2-15 K range, it was desirable to explore this same temperature range in the 

MC-MCD simulations. It was found that the MC-MCD spectra for a Na/Ar single 

substitutional site with spin-orbit splittings ranging from a few wavenumbers to a few tens of 

wavenumbers changed as magnetic temperature was lowered over the range 10 K to 6 K from 

a (ÜT hv ->) high temperature pattern to an inverted (Til hv ->) low temperature pattern 

(See Figure 1). For a 3-Ar atom vacancy substitutional site, the MC-MCD spectra of Na/Ar 

changed from a (itt hv ->) pattern at 10 K to an almost perfect mirror image (Tii hv -») low 

temperature pattern at 6 K (See Figure 1). The sign change/inversion does not occur at a single 

temperature but over a range of temperatures in the 10 - 6 K region. No temperature-dependent 

MC-MCD sign changes/inversions were found for the cases of large assumed positive 2P spin- 

orbit coupling, nor was a sign change/inversion found for small assumed 2P spin-orbit 

splittings less than 1 cm"1. 
Effects of Other Perturbations on the MC-MCD Simulations: 

The MC-MCD sign change/inversion temperature was explored for the specific case of 

a 17 cm"1 spin-orbit splitting for Na and a 1.0 T magnetic field under a variety of different 

situations. For the most part, there was no change in the magnetic temperature of the MC- 

MCD sign change/inversion with regard to changes in the lattice simulation temperatures and 

number of Ar atom vacancies in the Na trapping sites. The MC-MCD sign change/inversion 

for all trapping sites studied-one-, two-, three-, four-, five-, six-, and thirteen-Ar atom 

vacancy trapping sites for the Na-occurred around an 8.3 K magnetic temperature. However, 

the MC-MCD spectra for the symmetric and asymmetric trapping sites are strikingly different 

(See Figure 1). For, example in an asymmetric 3-Ar atom vacancy trapping site, the MC-MCD 

spectra consist of a pair of closely spaced lower energy bands and another band of low 

intensity that appears at much higher energy.   This same asymmetric splitting of the triplet 

5 (a) Lund, P. A.; Smith, D.; Jacobs, S. M.; Schatz, P. N. J. Chem. Phys. 1984, 88, 31-42.  (b) Rose, J.; 
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absorption profile is found in simulated MC-absorption spectra of the asymmetric 3-Ar atom 

vacancy trapping site.3 The most striking difference resulting from site symmetry 

considerations has to do with temperature-dependent changes in the MC-MCD band profile. In 

all of the symmetric trapping sites, the center band of each simulated MC-MCD spectrum 

remained negative (I) at all magnetic temperatures investigated. In the case of the asymmetric 

two-, three-, and five-Ar atom vacancies sites, all bands in each MC-MCD spectrum changed 

sign as the magnetic temperature was ramped through the sign change temperature regime. 

As yet, there are no temperature-dependent experimental Na/Ar MCD data to test the 

predictions of these MC-MCD simulations.6 Since no sign change was observed in the 

simulated MC-MCD spectra when the assumed 2P spin-orbit splitting is negative or very small, 

not observing the sign change/inversion in temperature-dependent experimental MCD spectra 

could be taken to indicate either (a) the spin-orbit splitting of Ar-matrix isolated 2P Na atoms is 

negative or (b) the dynamic Jahn-Teller effect operating in the 2P manifold of Na/Ar has 

effectively quenched the 2P spin-orbit coupling to a very small value. 

For the range of 2P Na spin-orbit splittings examined, the simulated MC-MCD spectra 

at lower temperatures resemble those MC-MCD spectra obtained in simulations postulating a 

large positive 2P spin-orbit splitting, while the simulated MC-MCD spectra at higher 

temperatures resemble those MC-MCD spectra for which large negative spin-orbit splittings are 

assumed. 

The Problem of Choosing Appropriate Lattice Simulation Temperatures: 

The commonly chosen lattice simulation temperature value of 10 K tends to 

underestimate the zero-point vibrational motion of the Na/Ar lattice. This can be compensated 

for by increasing the simulation temperature above the actual experimental temperature being 

simulated while keeping the magnetic temperature governing the Boltzmann populations of the 

Zeeman terms in the 2S ground manifold at this desired experimental temperature. Estimates of 

lattice simulation temperatures required to mimic a given experimental temperature can be 

obtained by evaluating the average positions of the first- and second-nearest neighbor Ar atoms 

in simulated solid Ar matrices for which experimental temperature vs. nearest neighbor distance 

data are well known.7 (See Figure 2). The primary effect of increasing the lattice simulation 

temperature is to broaden the MC-absorption and MC-MCD spectra about the barycenter of the 

triplet (See Figure 3). The key point is that no MC-MCD sign changes/inversions are 

generated by increasing the lattice simulation temperature. 

Smith, D.; Williamson, B. E.; Schatz, P. N.; O'Brien, M. C. M. J. Chem. Phys. 1986, 90, 2608-2615. 
6 Experimental Na/Kr MCD spectra were acquired recently by Kenney et. al. The MCD pattern for Na/Kr 
prepared by laser ablation of the Na is similar to that observed in Na/Xe and Li/Xe (see Ref. 5). 
7 Klein, M. L.; Venables, J. A. Rare Gas Solids, Vol 1. Academic: New York, 1976. 
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Figure 1. MC-MCD Simulated 2S -» 2P Spectra for Na/Ar 
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A New Application of Absorbing 
Boundary Conditions for Computing 

Collinear Quantum Reactive Scattering 
Matrix Elements 

R. S. Calfas and D. E. Weeks 
Air Force Institute of Technology 

The search for High Energy Density Matter (HEDM) continues to be a priority for basic Air Force 
research towards higher Isp rocket fuels1. An important aspect of this research is the development of 

reliable theoretical and computational methods to support experimental efforts. Theoretical approaches 

focused on chemically based spacelift strategies can be divided roughly into two categories. The first is 

concerned primarily with the structures and electronic energies of potential HEDM candidates. These 
efforts typically employ the Born - Oppenheimer approximation to determine electronic energy levels for 

fixed nuclear positions. A potential energy surface ( PES ) is constructed from the lowest electronic 
energy level as a function of nuclear position, and the ground state equilibrium structures are then 
determined by minima of the PES. A second category of theoretical and computational research is 

concerned with the dynamics of chemical reactions. These efforts typically begin with a PES and use 
either Hamilton's equations of motion to perform a semi - classical analysis, or Schrödingers equation to 

perform a quantum analysis of the molecular dynamics of a HEDM candidate. 
Strategies for determining quantum dynamical information about chemical reactions focus on 

computing scattering matrix ( S - matrix ) elements2. Elements of the S - matrix in the momentum 

representation yield the probability, as a function of relative kinetic energy, that reactants in some internal 

reactant eigenstate will form products in some internal product eigenstate. In an effort to develop a more 
efficient time dependent approach for calculating scattering matrix (S-matrix) elements, we have combined 
absorbing boundary conditions (ABC)3 together with the channel packet method (CPM)4. The CPM is 

based on the M0ller operator formulation of scattering theory and divides the computational effort into two 

parts5. The first is the application of M0ller operators to initial reactant and product wave packets 
producing two M0ller states. The second is the computation of the time dependent correlation function 

between the two M0ller states. The time dependent correlation function is efficiently computed by 
individually propagating the M0ller states using ABC as they exit the interaction region of the potential. 

The utility of this approach derives from the fact that the M0ller states are initially fairly well localized in 

the interaction region of the potential. As a M0ller state evolves in time, it will be attenuated by the ABC 

without reflecting off the edge of the grid thereby permitting the use of a much smaller grid. The Fourier 
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transform of the correlation function is then used to compute S-matrix elements. The use of ABC together 

with the CPM results in an order of magnitude improvement in the time required to calculate the 
correllation function4 on the LSTH H + H2 potential energy surface6. The corresponding S-matrix 

elements compare favorably with previous calculations and serve to validate the computational procedure. 

Larger computational savings are realized when computing S-Matrix elements for reactions on a potential 
energy surface with a well that can trap long lived quasi-bound states. 

The CPM begins with the definition of two initial wave packets xi,lyin ( X, Y ), and 

^ out ( X, Y) at t = 0 where X and Y are bond coordinates describing the separation between three 

collinear atoms A, B, and C. The first wave packet ^F1'^ ( X , Y ) is used to describe the incoming 

reactants A + BC( v ) in arrangement channel 1 where the diatom is prepared in a single vibrational 

eigenstate labeled v. The second wave packet ¥2'v out ( X , Y) is used to represent outgoing products 

AB( v' ) + C-in arrangement channel 2 where the diatom is in a single vibrational eigenstate v'. The next 

step is to compute a pair of intermediate states obtained from the initial states by propagating 

^ 'Vin (X' Y) backwards to time t = -oo using the asymptotic channel Hamiltonian Hl 0, and propagating 

^2'V out ( X, Y ) forwards to time t = +«> using the asymptotic channel Hamiltonian H2
0. The 

intermediate states are then propagated back towards the interaction region of the potential using the full 
Hamiltonian. Since each wave packet is localized in a single arrangement channel, the propagation can be 
done efficiently using a long narrow grid. Using bra - ket notation, the resulting states are given by, 

\x¥l) = Ql  Vl)=   lim    [exp{iHt}exp{-iH0't }]   vl ) 
°Ut ' t -» +oo OUt / 

where Q7± are the M0ller operators, y labels the arrangement channel and internal quantum states of the 
reactants or products, and the I ¥?+ > are called M0ller states. M0ller states for the H + H2 reaction are 
shown in figure 1. 

The correlation function, 

Cyy(t) = (^|exp(iHt} ^ 

between the M0ller states <P1-V
+ ( X , Y ) and »F2>v'_ ( X , Y ) is then computed and used to calculate 

S - matrix elements, 

,Y7 ft{|k'yl|kY|} 
1/2 

-^Y-S    2re |Ll 7i_(±k'y)Ti+(±kY) J-oo 

r+oo 

J-oo 
dtexp{^-}CYY(t) 

where E is the total energy, ky is the relative momentum between reactants, and k'y is the relative 
momentum between products. The TI±( ±1^ ) are expansion coefficients used to construct the initial 
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Channel packets ¥* >vin (X, Y), and T2-v out (X, Y) as a linear combination of plane waves. 
Absorbing boundary conditions are used to efficiently compute the correlation function, and are 

imposed by employing an imaginary potential of the form, 

V = V,iiVa, 

where Vj describes the interaction between the reactants and products, Va is given by, 

2 (X-X0) 
Va(X,Y) = A(exp^  -  f + exp 

and the constants A and B are chosen to minimize reflection caused by Va. The location of ABC relative to 

the reactant and product M0ller states is shown in figure 1 for the H + H2 reaction. The correlation 

function, C . (t) = ( Y2-0. I x¥1>°+ (t) > is computed as the reactant M0ller state evolves in time and 

bifurcates into the reactant and product channels. The evolving M0ller state will eventually reach the ABC 
and exponentially attenuate as illustrated in figure 2. However, since since the attenuation occurs where 

the product M0ller state is zero, the ABC do not influence the value of the correlation function. The 

corresponding S - matrix elements for the H + H2 reaction is shown in figure 3. 
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1,0, Figure 1 The 0.1 au contours of the reactant M0ller states, | ¥+*'"(X , Y ) | and | ^f ,0( X , Y) | 

respectively, at time t = 0 au. The thick lines are the 0.08 au contours of the LSTH potential 
energy surface and the shading illustrates where the absorbing boundary conditions are non-zero. 
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1,0. Figure 2 The 0.05 au contour of the reactant M0ller state,] *¥*'"( X , Y ) I, at time t = 3500 au, and 
the 0.1 au contour of the product M0ller state, |*P^,0(X, Y) I, at time t = 0 au used to compute the 
correlation function, Cy ^ t) = ( ^,0 |   ^'°). This figure illustrates how the absorbing 
boundary conditions attenuate the evolving M0ller state and prevent reflection from the edge of the 
grid. Note that since the attenuation occurs where the product M0ller state is zero, the absorbing 
boundary conditions do not influence the value of the correlation function.The thick lines are the 0.08 
au contours of the LSTH potential energy surface and the shading illustrates where the absorbing 
boundary conditions are non-zero. 
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Figure 3  The probability, P , for the reaction H + H ( v = 0 ) -> H2( v' = 0 ) + H. 

245 



DETERMINATION OF MEAN CLUSTER SIZES BY WATER CAPTURE 
Michel Macler and Young K. Bae 
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ABSTRACT 

Ar clusters produced in a supersonic expansion were doped 
with water using the pick-up method and subsequently electron 
impact ionized.  Charged fragments were detected by a triple 
quadrupole mass spectrometer.  The intensities of the water 
containing fragment peaks versus water pressure followed Poisson 
distributions, from which capture cross-sections were derived. 
These cross-sections corresponded to cluster sizes in agreement 
with published results for our range of stagnation conditions. 

EXPERIMENTAL 

Clusters were produced by expanding Ar at pressures larger 
than 1 atm. into a 10"2-10"1 Torr vacuum through a 0.17 mm diameter 
sonic nozzle.  The resulting beam was skimmed and differentially 
pumped twice.  The ultimate chamber pressure was 10~7 Torr.  In 
order to produce different mean cluster sizes, the stagnation 
pressure was varied in the 1.15-3.4 atm. range, while the 
stagnation temperature spanned the 100-300 K range. 

Water doping occurred in the third pumping stage using the 
pick-up method [l], with a doping path of about 1 meter.  The 
water pressure was increased progressively from 0 to 10"4 Torr, 
resulting in an increasing level of Ar cluster doping, up to the 
formation of pure water clusters.  Clusters were ionized by 100 eV 
electrons.  The ionized fragments were detected by a triple 
quadrupole mass spectrometer.  Phase sensitive detection was used. 
Scanning of the mass spectrometer, and data acquisition were 
controlled by a personal computer. 

RESULTS AND DISCUSSION 

The intensities of the water containing fragment mass peaks 
versus pick-up cell pressure followed Poisson distributions [2], 
i.e. the pick-up of water molecules by Ar cluster was a random 
event.  For one water molecule picked-up, we have: 

I = Kx(aL)xexp(-aL) (1) 

where  I  is the peak intensity,   K is  a  constant,   and L the  length 
of the pick-up region.     The parameter a is given by: 

a=mcaptureFaQ^
x) (2) 

where a is the capture cross-section,   n is the number density of 
water,   and Fa0(oo,x)   is a velocity averaging correction factor for 
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an assumed velocity independent hard-sphere potential, 

values are available [2]. 

Tabulated 

x = c/v,v = yJ2kT/ms 
(3) 

where c is the cluster beam velocity.  Equations (1), (2), and (3) 
were used to derive cross-sections.  A sample of data and its fit 

is showed in Figure 1. 
Results such as those of Figure 1 were averaged for several 

masses corresponding to fragments containing 4 to 7 Ar atoms. In 
this mass region, the cross-section reaches its asymptotic value. 
Cross-sections derived for these fragments showed little 

dispersion. 
Assuming the sticking coefficient of water on Ar to be unity, 

and the clusters to be spherical, cross-sections were converted 
into mean cluster sizes using equations (4) and (5). 

*-£ (4) 

where Rc is the cluster radius, and a  the cluster cross-section. 
Assuming the Ar van der Waals radius H„ to be 3.6X10"8 cm, the 

cluster size N is defined as: 

0.20 

0.15 - 

TS" 0.10 

0.05 

0.00 -» 

Ar„H20* 

Pn = = 1.15 aim. 

T, = 160K 
d = 0.17 mm 
r = 1380 
0 = 3.1x10"" cm'2 

N = = 85 

PO^OHIO^Torr) • 

Figure 1 shows the variation of the peak intensity at mass 
178, corresponding to a fragment containing 4 Ar and 1 water, with 
water pressure in the pick-up cell. The line represent the 
Poisson fit to the data. The quality of the fit is representative 
of most recorded data. The stagnation conditions are given in^the 
text box. The derived cluster size is N = 85. The parameter r' is 
the Hagena condensation parameter (see below). 
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N = -n = 9x10 -R? (5) 

with Rc expressed in Angstroms. 
Scaling laws for both pressure and temperature variations 

were derived (see Figures 2 and 3). They were in agreement with 
published results [3]. We also compared our mean cluster sizes 
with those previously published, using the condensation parameter 

r* as a scaling factor [4,5]. This parameter accounts for both 
bimolecular and unimolecular reactions governing cluster growth 
and decay. It is dimensionless, defined as the ratio of a flow 
characteristic parameter to a species specific parameter: 

r'=— (s) 

The parameter T correlates flow properties with clustering in the 
following manner: 

T = nQd'!l$25q-u(p5<q<\) (7) 

where n is the number density, d the nozzle diameter, and T the 
temperature.  The subscript 0 refers to stagnation conditions at 
the nozzle.  The exponent q is 0.85 for Ar.  Tch is defined by: 

Tch=r^^"^ (8) 

where rch is a characteristic length based on the species solid 
properties, and Tch is derived from the species sublimation 
enthalpy. rch can be calculated for various species, therefore 
allowing to compare the condensation properties of metals and rare 

gases by the use of. Y    [4] . 
In Figure 4 we used T' as a scaling parameter, even though 

we only plotted Ar data, because it is a universal parameter.  Our 
results match well those derived from corrected time of flight 
spectroscopy [6] , Rayleigh scattering [7], and electron 
diffraction [8].  However, the results of Farges et al. [9] show 
consistently higher cluster sizes than all other measurements. 
The "slow down" measurements of Cuvellier et al. [10] are in 
agreement with those of Farges et al. for small clusters, but 
converge with those of others for larger clusters.  In 
Figure 4 we fitted all data, but that of reference 9.  Our results 
fall well within the confidence range of this fit. The results of 
Farges et al. have been considered by many to be the most accurate 
and have been used by some for calibration.  This would imply 
that, especially for smaller clusters, most other measurements are 
substantially underestimating actual cluster sizes.  Our numbers 
rely on three assumptions: 

-1.  The water on Ar sticking coefficient is unity. 
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-2.   Clusters are spherical. 
-3.  The average water containing fragment ion originated 

from an average size cluster. 

700 • 
600 • 

500 ■ 

400 

? 300 

z 
200 
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Water Capture at 140 K | 
FittoKp„p,ß=1.83       ! 

P0 (a*
m-) 

Figure 2 shows the variation in cluster size at 140 K, with 
a nozzle diameter of 0.17 nra for a range of stagnation pressures. 
The pressure exponent of 1.83 is within the range of previously 

published data [3]. 

Water Capture at 1.15 atm. 
FittoKT0',ß = -2.71 

90   100 200 

T0(K) 

Figure 3 shows the variation in cluster size at 1.15 atm., 
with a nozzle diameter of 0.17 mm for a range of stagnation 
temperatures.  The temperature exponent of -2.71 is within the 
range of previously published data [3] . 
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The first two assumptions will not be correct for really small 
clusters. Assumption -1. gives a lower limit, since the sticking 
coefficient can be less that one.  Assumption -2. gives an upper 
limit, since an icosahedral cluster can have a larger cross- 
section than a spherical cluster with the same number of atoms. 
These errors may or may not balance out the result, depending on 
the actual clusters.  Based on water electrostatic properties, 
assumption -3. appears reasonable, since we expect water to 
"stick" to the ionized, detected moiety. 

Our first two assumptions are much better suited for larger 
clusters. However, one needs to consider a potential pitfall: for 
large Ar clusters the mean number of dopant can be larger than 
one.  In that case, the statistics of the doped cluster 
fragmentation becomes crucial, i.e. one needs to know whether or 
not the average doped cluster fragments will retain the original 
number of dopant.  If so, cross-sections derived from fragments 
containing this number of water molecules would reflect the actual 
mean cluster size.  When considering the water dimer bonding 
energy and electrostatic properties, it seems plausible that the 
water molecules would remain on the ionic fragment detected by the 
mass spectrometer.  Therefore, one would need to investigate 
fragments containing the appropriate number of water molecules and 
use the proper Poisson expressions to extract the actual cross- 
sections and cluster sizes. 

IUUUUU - 
IN = 3.3x10"sxr2 

10000 - 
|r = 1275x(po/atm.)x(d/mm)0t5x(T(/300 K)""s 

5 1000 - 
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*i 100 -I &J$^ D    Karnbach et al.       ! 
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Figure 4 shows a comparison between the cluster sizes 
obtained from this work and some of those previously published. 
The line is a fit of all data but that of Farges et al., since it 
is consistently offset from all other measurements. 
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CONCLUSION 

Water capture appears to be a simple, reliable, and 
inexpensive way of measuring Van der Waals cluster mean sizes.  It 
does not require expensive scientific apparatus, such as that 
needed for electron diffraction measurements or Rayleigh 
scattering.  The data analysis is simple, unlike that needed for 
corrected cluster sizes derived from time of flight mass 

spectrometry. 
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